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HCI and CSCW research has witnessed increasing efforts to address diversity and inclusion in research 
and design practice, as evidenced by the growing body of research with populations deemed as vulnerable, 
marginalized, or underserved. However, this work has been largely limited to a population-specific approach, 
i.e., identifying certain populations as vulnerable and gathering their individual experiences. Drawing primarily 
from human-centered security and privacy research, we identify three key challenges faced by this population-
specific approach: (1) It is limited in addressing user diversity within the target population; (2) It may fail 
to capture the complex social reality of vulnerability; and (3) It runs the risk of perpetuating othering and 
stereotypes. To address these limitations, we propose a socio-ecological perspective on vulnerability adapted 
from the Ecological System Theory (EST). We argue that a socio-ecological perspective of vulnerability can 
guide researchers to look beyond static and stigmatizing definitions of vulnerability — instead, focus on the 
situations, relations, and structures that lead to vulnerability, eventually enabling transferable knowledge 
of vulnerability across populations. We demonstrate how the socio-ecological lens maps onto existing work 
and generates new insights in the case of older adults’ security and privacy, as well as its potential for being 
applied to other contexts such as reproductive privacy and responsible artificial intelligence. We end by 
providing concrete recommendations on how HCI and CSCW research can better operationalize vulnerability 
in scholarship and design practice. 
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1 Introduction 

The concept of vulnerable populations has profoundly shaped the inclusion and social justice 
discourse. Typically referring to groups at heightened risk of disproportionate harm and exploitation 
in society [38, 94, 227], this term has been central to promoting inclusion within regulatory 
frameworks and ethical principles since the 1940s. It has shaped areas such as human subject 
research [38], humanitarian programs [94], and legal protections [227], establishing the need for 
additional attention and care for specific groups, such as children in privacy protection [70] and 
low-income populations in healthcare [191]. 

The HCI and CSCW communities have embraced the growing call for diversity and inclusion, as 
evidenced by concepts and frameworks such as feminist HCI [16], HCI for development [46] and 
justice-oriented interaction design [52]. However, similar to broader inclusive efforts, much of this 
work relies heavily on a population-specific approach, which usually involves two components: (1) 
identifying certain populations for the goal of inclusion, often interchangeably using terms such as 
vulnerable populations [93, 144, 203] and at-risk users [19, 212]; (2) developing population-specific 
knowledge and proposing countermeasures accordingly. For example, the growing inclusive efforts 
in human-centered security and privacy (S&P) research are driven by collecting data about the 
experiences and behaviors of specific groups of people, as identified in a recent review [167]. 
Although population-specific studies contribute insights into specific individuals’ and communities’ 
experiences, we identify three key challenges in relying on this approach: 

• Addressing user diversity within the target population. Heterogeneity always exists 
within the target population. Some prior work has focused on smaller groups with intersec-
tional identities, such as blind and low-vision older adults [28, 61, 161]. However, relying on 
a focus on populations with intersecting categories may risk splitting groups along the lines 
of categories or creating arbitrary intersections [111]. We need research methodologies to 
better recognize and address individual differences within demographic groups. 

• Theorizing the complex social reality of vulnerability. Although population-specific 
studies yield rich empirical insights into particular groups, by this approach alone, we are still 
missing a unified and structural understanding of needs and practices across populations [167]. 
Recently, some taxonomies have attempted to identify shared experiences across populations 
such as in the context of privacy [130, 212]. However, we argue that these taxonomies 
may imply a rigid and static structure for defining vulnerability, overlooking the dynamic 
relations and structures that shape human experiences. Research will benefit from alternative 
vulnerability models to better capture its complexity and dynamics. 

• Avoiding perpetuation of othering. Framing individuals as members of a vulnerable popu-
lation might imply their experiences are distinct and irrelevant to the broader population and 
disempower them when facing oppression [218]. Harms could further occur when researchers 
consistently associate vulnerability with specific populations [120] in ways that perpetuate 
stereotypes without recognizing contextual factors that cause those vulnerabilities [110]. 

To tackle these challenges, we introduce a socio-ecological view of vulnerability adapted from the 
Ecological Systems Theory (EST) [29], as a starting point for shaping future research and practice 
around inclusion. We argue that vulnerability should not be viewed as a fixed characteristic 
of individuals or groups, but as a complex multi-layered socio-ecological system that 
changes over space and time. Instead of using “vulnerable” to label certain populations, vulner-
ability should be studied as a multi-layered system shaped by interactions between individuals 
and systems surrounding them at different layers, such as family, community, and socio-cultural 
environments. Each of these layers plays a role in shaping vulnerability, with all of them interacting 
and evolving over time. Using S&P research with older adults as a case study, we explore how 
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the socio-ecological lens can enrich understanding and inform future research directions around 
inclusion, and how this lens could transfer to other contexts such as reproductive privacy and 
responsible artificial intelligence. 
By positioning the socio-ecological view of vulnerability, we hope it can serve as a unified 

framework for theorizing inclusion across populations from the lens of human vulnerability. Our 
goal is to propose a new perspective of conceptualizing vulnerability as a type of theoretical 
contribution — one of the main research contributions in HCI defined by Wobbrock that typically 
include “new or improved concepts, definitions, models, principles, or frameworks” [217]. In 
developing the socio-ecological view of vulnerability, we tried to ground it in prior literature as 
much as possible. That being said, we do not intend to provide a systematic review of vulnerability 
in HCI and CSCW research, as prior HCI work focusing on theoretical contributions such as Chen 
et al. on trauma-informed computing [36], Dombrowski et al. on social justice-oriented design [52], 
and Im et al. on affirmative consent [96], similarly did not adopt the systemization of knowledge 
(SoK) approach. However, some SoK work [130, 167, 212] greatly influenced our ways of thinking 
for this work. 

What do we mean by vulnerability? Prior research has used different concepts as the goal for 
inclusion, including justice [35], fairness [8], equity [59], and power [35, 162]. To identify groups for 
the goal of inclusion, research has used terms such as “disadvantaged” [204], “marginalized” [116, 
167], “at-risk” [19, 212], “stigmatized” [125], “underserved” [51], and “underrepresented” [49]. These 
terms reflect different goals or rationales for inclusion. Some terms refer to the ideal yet abstract 
goals of inclusion. Others emphasize social inequalities or highlight the disproportionate risks and 
harm people may experience under certain conditions. Despite the term differences, we believe 
research along this line shares similar goals of ensuring everyone has equal opportunities to 
participate in society. 

We focus on the terms vulnerable populations and vulnerability to capture the diverse expressions 
that previous research has used to identify user groups and conditions for the purpose of promoting 
inclusion. Past research has employed other terms interchangeably, such as at-risk users [19, 212] 
and marginalized groups [167] to convey similar ideas. We anchor our paper on vulnerability 
because we see its potential as a universal concept to advance inclusion. We refer to the Cambridge 
Dictionary for a basic definition of vulnerability — “the quality of being susceptible, i.e., being 
able to be easily hurt, influenced, or attacked” [50]. According to this definition, everyone could 
experience vulnerability, be it an emotional feeling or sensitive information to protect from others 
— as illustrated by Calo’s example of Superman and Lex Luthor [32]. 

The scope of our work. In developing our arguments, we primarily draw from human-centered 
S&P research [68] — research that sits at the intersection of HCI and computer S&P — since the 
area represents a typical HCI sub-area having a growing interest in inclusion [209, 210], and recent 
SoKs in this area have sought to consolidate findings across different at-risk users [19, 212] and 
marginalized groups [167]. While we attempt to show a more nuanced overview of vulnerability 
(Section 2) and transferability of this work in other contexts (Section 6), we need to explicitly 
acknowledge our work’s grounding in S&P research. Additionally, while we tried to include 
information and communication technology for development (ICT4D) literature, most of our 
references are based on samples in Western, Educated, Industrialized, Rich, and Democratic (WEIRD) 
contexts. This representation is largely a by-product of the fact that HCI and usable S&P research 
is primarily based on knowledge and values produced by people in WEIRD societies [83, 121]. 

Positionality. Our team consists of five academic researchers, four in HCI/CSCW and one in 
behavioral economics. While we have multicultural backgrounds from Brazil, China, and the United 
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States, we all work in academic institutions in North America and Europe and are most familiar 
with research conducted in these contexts. We specialize in various topics, including accessibility 
and aging, responsible artificial intelligence, and S&P. Many of us have directly engaged with 
traditionally identified vulnerable populations in research. 

2 Background and Related Work 

We summarize the historical origin of the concept of vulnerability and how the term has been used 
in research ethics and real-world practice. We then review how the term is translated into HCI, 
CSCW, and S&P research. Our knowledge of vulnerability and vulnerable populations is based on 
a wide range of areas, including research ethics, legal frameworks, and empirical studies across 
diverse fields. Considering this paper is mainly positioned for HCI, CSCW, and S&P audiences, 
much of the knowledge is drawn from related venues. While we aim to provide a comprehensive 
overview, this review is not intended to be exhaustive. 

2.1 The Origin and Role of “Vulnerability” in Research and Regulations 
Vulnerability has served as a cornerstone concept in both ethics and regulations, shaping research 
and practice involving human beings [5, 38, 70, 77, 94, 154, 205]. The term’s early appearances can be 
traced back to the establishment of ethical research principles for human experimentation, such as 
the Nuremberg Code of 1947 [150], the Declaration of Helsinki of 1964 [12], and the Belmont Report 
of 1979 [151]. All these documents mandated informed consent as the major protection against 
research-caused harms, and the latter two specified that vulnerable groups warranted additional 
care. While initially focused on medical research, these ethical principles have made their way to 
other contexts [152]. For example, the Menlo Report of 2012 reinforces the importance of informed 
consent in information and communication technology research, posing that people incapable of 
giving informed consent should be entitled to protection [152]. Besides research, vulnerability has 
also been a key term in real-world practice with crucial consequences, such as in humanitarian aid 
programs [5, 77, 94] and in consumer protection laws and regulations [70, 101, 154, 205]. 

Despite its frequent use, the term has been criticized for being too broad to be useful [38, 75, 124], 
and there is limited consensus on how to enforce the associated principles [38, 75]. For instance, in 
the U.S., despite being the focal document of the U.S. human subject protection regulations, the 
Common Rule does not define vulnerability and offers little guidance on how Institute Research 
Boards should respond [38]. Similarly, consumer protection laws in the European Union define the 
average consumer as people who are “able to make rational choices to find the best deals and benefit 
from competitive markets” [227], whereas vulnerable consumers lack this capacity [54, 101, 227]. 
However, the implementation of this distinction can be ambiguous. In practice, vulnerability is often 
operationalized by identifying populations considered more vulnerable than others [56, 101, 227]. 
For example, the General Data Protection Regulation (GDPR) in the European Union listed children 
as an example when mentioning vulnerable natural persons [70]. 
However, the approach of listing specific vulnerable populations has been criticized for being 

too static, simple, and vague [75, 122, 123] even though it often comes with the disclaimer that 
the list is not exhaustive. Many scholars advocated for a deeper understanding of vulnerability to 
make it useful for analysis and practice in various contexts such as healthcare [47, 76, 106, 115, 122– 
124, 175], privacy [32], law [62], and finance [166]. For example, Coleman argued that research 
ethics review should differentiate types of vulnerabilities, such as consent-based versus risk-based 
vulnerability, and tailor protections accordingly [38]. Others argued that vulnerability should be 
based on situations rather than personal traits [149, 227], and practices like collecting personal data 
will make all consumers vulnerable [64, 227]. Due to the ambiguity of the concept, some policies 
chose to involve careful human assessment when identifying vulnerable groups. For example, the 
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United Nations provides a vulnerability assessment tool for screening refugees [5]. These ongoing 
debates and diverse practices reveal vulnerability as a complex and multifaceted concept that 
requires a nuanced and holistic understanding. 

2.2 “Vulnerability” in HCI and CSCW 

The concept of vulnerability has also played a key role in HCI and CSCW research and ethics, 
emphasizing that populations who are easier to experience harm require additional care and 
attention in research and design [69, 98, 170, 191, 215]. For example, Stowell et al. emphasize 
that some populations “disproportionately experience barriers to wellness” [191]. Scheuerman 
et al. included vulnerability as a dimension to evaluate the severity of online harmful content, 
emphasizing that certain populations may experience more severe harm caused by online content, 
such as children [170]. There have been several workshops and panels for discussing challenges 
and considerations in research and design with vulnerable populations [35, 93, 132, 214]. 
Nevertheless, similar to the broader discussions on vulnerability mentioned in Section 2.1, the 

definition and use of the term remains unclear in HCI and CSCW. Vulnerability is often associated 
with certain populations, but the specific context — being health informatics [191], user interface 
design [93], or S&P [212] — also adds nuances to the understanding. For example, Stowell et al. 
focused on low-socioeconomic, racial/ethnic minorities, and people living with disabilities in their 
systematic review of mobile health interventions for vulnerable populations [191]. By contrast, in 
the context of digital cybersecurity, Warford et al. defined at-risk users as people experiencing “risk 
factors that augment or amplify their chances of being attacked digitally and/or suffering dispropor-
tionate harms from an attack,” covering populations like activists, teachers, and journalists [212]. 
Recognizing the diverse manifestations of vulnerabilities, Pierce et al. introduced the notion of 
differential vulnerability to challenge vulnerable populations as a pre-existing category in the 
context of cybersecurity [159]. As they noted, people experience different types of vulnerabilities 
positioned in relations; the questions that matter to research should be “Who is vulnerable to what?” 
and “Who applies the label of vulnerable?” [159]. 

In contrast to population-specific definitions, some HCI and CSCW research recognized vulnera-
bility as a common human experience or feeling. For example, Barta et al. developed a taxonomy 
of sources and causes of vulnerability people experience on social media [18]. One of their key 
arguments is that vulnerability is situational, and platform affordances take responsibility for 
enabling or perpetuating vulnerability [18]. Other HCI and CSCW research has similarly argued 
that vulnerability could be caused or amplified by design features and platform governance mod-
els [36, 160, 174]. For example, the trauma-informed computing framework shows how trauma, 
a common emotional state of vulnerability, can be caused by designs inconsiderate of people’s 
traumatic experiences, such as when security warnings cause retraumatization to survivors of 
tech-enabled abuse [36, 176]. Nevertheless, some scholars argued against using vulnerability too 
broadly as such because it may ignore the structural barriers and social inequalities some popula-
tions experience [98]. These divergent viewpoints emphasize the need for more discussions around 
vulnerability to improve its clarity and practicality to guide HCI and CSCW research. 

2.3 “Vulnerable Populations” in Usable Security and Privacy Research 

Since Wang introduced inclusive privacy as the third wave of usable S&P research [209, 210], the 
S&P research community has paid increasing attention to people who are traditionally ignored in 
S&P designs, such as “children, older adults, people with disabilities, activists, journalists, victims of 
crimes or domestic violence, and people from non-Western or developing countries” [210]. Although 
Wang and his colleagues mainly focused on blind and low-vision people [14, 86, 104], more efforts 
since then have pushed usable S&P research to include more diverse populations in terms of 
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(dis)abilities, cultures, and life situations [167, 212], highlighting people’s diverse S&P needs and 
challenging the idea of an average or general user [159]. As one step further, McDonald and Forte 
argued that vulnerability should even be at the core of privacy theorizing to raise awareness of 
power differentials in shaping privacy theories and norms [133]. 

Some recent usable S&P research goes further by synthesizing existing findings across different 
populations [130, 167, 212]. For example, Warford et al. synthesized findings from 95 papers, identi-
fying 31 at-risk populations based on categories such as age, occupation, gender, ability, living areas, 
socio-economic status, social relationships, life situations, and their intersections; they also sum-
marized three major risk factors: societal factors relationships, and personal circumstances [212]. 

Despite the growing awareness and existing systematization efforts, usable S&P research could 
still benefit from a unified understanding of vulnerability, as most prior work has focused on 
populations based on hard-coded identities and demographics, particularly disability [167]. Re-
cent research has called for a more holistic analysis of root causes of exclusion, such as social 
structures, histories, and policies [162, 167, 192]. For example, Redmiles et al. argued that when 
designing and implementing systems, S&P researchers should be aware of the prevalent power 
structures — relationships between the protectors and the protected [162]. Similarly, Strohmayer 
et al. encouraged examinations into broader systems of oppression that affect everyone — such 
as “racism, sexism, ableism, heterosexism, and classism” — as necessary considerations for build-
ing safe technologies [192]. Some empirical studies also support that vulnerability goes beyond 
hard-coded identities and demographics. For example, Simko identified change as a natural cause 
of security vulnerability, as S&P tools frequently fail to meet people’s evolving needs during signif-
icant changes such as immigration and natural disasters [181]. Building on these existing critiques 
of usable S&P research, we provide a critical analysis of vulnerability in current S&P research 
and introduce the socio-ecological perspective as an alternative way for conceptualization and 
systematic operationalization. 

3 Key Challenges of Population-Specific Studies 
We identify three key challenges faced by the population-specific approach adopted in inclusion 
research: (1) how to address user diversity within the target population, (2) how to capture the 
complex social reality of vulnerability, and (3) how to tackle ethical tensions in naming certain 
populations as vulnerable. 

3.1 User Diversity Within the Target Population 

Drawing population-specific conclusions always raises questions about diversity within populations. 
Crenshaw coined the concept intersectionality to emphasize that human experiences are the result 
of intersecting contexts [41]. D/deaf1 women, as an example, encounter distinct forms of intimate 
partner abuse compared to their hearing counterparts: abusers may use their hearing- and/or gender-
based privileges to isolate d/Deaf women, while d/Deaf women might grapple with concerns about 
seeking support from hearing-dominated institutions [7]. The marginalization of this population 
comes from both hearing- and masculinity-based domination in societies. Heterogeneity within 
the target population also means that individuals from a population that is traditionally viewed as 
vulnerable may not think they are more vulnerable than others. For example, some older adults are 
highly tech-savvy and do not think they are more vulnerable to scams than younger people [226]. 

While HCI and CSCW research has paid increasing attention to intersectionality, existing research 
still tends to address intersectionality through a population-specific approach. Intersectionality is 

1The lower case “deaf” often refers to the audiological condition of not hearing, whereas the uppercase “Deaf” often 
emphasizes one’s cultural identity of being part of the Deaf community [157]. 
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often translated into the representation of individuals with intersecting identities and populations 
in intersectionally marginalized contexts [155, 173]. However, as Kong observed, if researchers only 
focus on population representativeness, this approach will either keep splitting subgroups into 
smaller buckets or create arbitrary user groups according to pre-established categories (such as age, 
race, gender, and ability) while never fully addressing or acknowledging intersectionality [111]. In 
practice, characterizing particular populations as vulnerable may even hinder effective protection 
because people may have to concentrate on a small number of pre-defined categories due to resource 
constraints [89], even if the characteristics cannot fully represent the needs of the end user [57, 156]. 

3.2 The Complex Social Reality of Vulnerability 

When advancing and broadening knowledge on vulnerability, HCI and CSCW research has often 
focused on collecting unique experiences from target communities [167] while using taxonomies 
to augment and scale up findings across populations [130, 167, 212]. However, the complexity and 
variance of vulnerability can pose epistemological challenges to this approach of scaling through 
taxonomies. 

Originating from biology, a taxonomy is centered on constructing classification systems for group-
ing and categorizing entities [74], implying a rigid and static structure. Yet, real-life vulnerability is 
far more nuanced than what can be captured by an orderly list of risk factors [134, 179, 198, 224]. 
Taking abuse survivors as an example, their specific S&P needs could vary depending on the 
stakeholders they interact with (being social workers, law enforcement, or tech support profes-
sionals) [66, 224], whether the support is provided in person or remotely [198], or whether the 
survivor experiences other forms of marginalizations such as being deaf or hard-of-hearing [7]. 
These nuances across individuals and situations could be overlooked in taxonomies where abuse 
survivors are universally labeled as a vulnerable population [130, 212]. While one may argue that 
taxonomies can be crafted for various populations and scenarios, achieving a systematic and clear 
classification through taxonomies would be challenging given the intricate and varying nature of 
vulnerability [123]. 

In addition, taxonomies of specific risk factors and harms are often constrained by the dimensions 
they focus on. For example, Warford et al. identified risk factors along the societal, relational, and 
personal dimensions [212]. A possible critique is that vulnerability should not be equated to risk 
factors, or risk factors alone are not enough to cause harm. Building on this critique, McDonald 
and her colleagues identified the mechanisms that turn risk factors into harms such as treating 
identities as being hard-coded [130]. Expanding on these efforts, we provide a framework to explain 
the interactions of different risk factors in the broader structures in Section 4. 

3.3 Othering 

Treating certain populations as inherently and persistently vulnerable may further reinforce 
existing power structures and promote stigmatization [110, 133, 219]. Link and Phelan identified 
stigmatization as a four-stage social process that involves labeling, stereotyping, separating, and 
status loss [119]. Classifying certain groups as vulnerable populations can map to this process. 

As an area with a long history of battling stigmatization, disability studies have long emphasized 
the oppression behind naming, such as by differentiating between what is “normal” and “abnor-
mal” [44, 120]. Echoing these efforts, the accessibility research community has been advocating for 
the use of inclusive language [1, 180]. For example, the accessibility and aging subcommittee of 
CHI2024 specifically listed “vulnerable” as a word that should be avoided [1]. Recent HCI work 
has also advocated for shifting the focus from deficits and limitations to recognizing strengths of 
marginalized communities [196, 219], such as through assets-based design approaches [219]. Some 
scholars further acknowledged both pains and hopes as normalized parts of human life, arguing for 
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understanding complexity, contradiction, and the self-determination of human living [129]. Tuck 
has referred to this perspective as a "desire-based framework" [199]. 
In fact, the inclusion criteria of vulnerable populations often seem unclear from existing tax-

onomies such as Warford et al. [212]. Drawing from European Union consumer protection laws 
and the definition of an average consumer [227], the baseline for comparison could be a digitally 
literate and rational person who can protect themselves from harm to their interests. Nonetheless, 
empirical evidence from behavioral economics research suggests that such an ideal user is often 
an illusion [3]; instead, people’s privacy decision-making is uncertain, context-dependent, and 
malleable [2]. Hence, some scholars argue that vulnerability should be a more universal concept as 
part of human existence [32, 62]. 

4 Theorizing Vulnerability as a Socio-Ecological System 

We propose a socio-ecological view of vulnerability drawing from the Ecological Systems Theory 
(EST) [29] as an alternative way of conceptualizing vulnerability. As discussed in Section 3, there 
are challenges when operationalizing vulnerability through static, simplistic, and rigid population-
specific labels and taxonomies. We present the socio-ecological view to introduce a more dynamic, 
open, and intricate structure for understanding vulnerability. We identify the Ecological Systems 
Theory (EST) as a suitable theoretical foundation as it offers insights into the complex human 
relationships with surrounding environments [29]. Similar to other concepts and frameworks 
in HCI [16, 96], we believe our socio-ecological view of vulnerability has both explanatory and 
generative power: it can be used to unify existing understanding of people’s vulnerable experiences 
and to generate new ideas and principles. After introducing the EST (Section 4.1), we show how the 
socio-ecological view can better explain vulnerability in HCI, CSCW, and S&P research (Section 4.2) 
as well as generate principles for a more nuanced analysis and operationalization of vulnerability 
(Section 4.3). 

4.1 Ecological Systems Theory (EST) 
The EST framework was first proposed in developmental psychology [29]. The core idea is that 
humans are surrounded by a multi-layered socio-environmental system that evolves over time. 
More specifically, the framework comprises four nested layers that form the ecology of human 
development, with individuals situated at the center [29]. (1) The microlayer involves the most 
closely involved ties, such as family members, friends, and peers. (2) The exolayer encompasses 
indirect institutional influences, such as those from community organizations and service providers. 
(3) The macro layer consists of the broader sociocultural systems of societal norms and ideologies. 
(4) On the outermost layer, the EST includes a temporal layer that considers changes in socio-
environmental systems throughout life courses. 

The EST framework has been widely used in HCI, especially health informatics, as a theoretical 
framework to illustrate the surrounding socio-environmental systems that should be considered 
when designing support systems related to fertility [40], autism [11], and mental health [146]. The 
EST has also been applied to S&P research but to a much lesser degree. For example, Kumar et al. 
applied the EST to identify design opportunities for S&P aspects of classroom technology use [113]. 
Inspired by the EST, we propose viewing vulnerability as a socio-ecological system situated in 
interconnected relations. Figure 1 presents a rough view of vulnerability from a socio-ecological 
perspective in the context of S&P. 

4.2 Vulnerability As a Socio-Ecological System 

The socio-ecological view explains the diversity of vulnerability by conceptualizing it as a dynamic 
outcome within a multi-layered social ecosystem. Under this lens, vulnerability is dynamically 
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Fig. 1. We propose a socio-ecological framework of vulnerability adapted from the EST framework [29, 146]. 
The figure presented is an example of applying the EST framework in the context of S&P. Factors within each 
layer are non-exhaustive examples. This illustration is inherently incomplete and requires empirical research 
for validation and refinement. 

shaped by the relationships between individuals and the interconnected system of social circles, 
communities, organizations, and institutions that surround them. This systemic thinking ties to 
the notion of layered vulnerability proposed by Luna [122–124], who argued that the metaphor for 
vulnerability should not be a label but layers. 

The layered thinking approach addresses the diversity challenge inherent in population-specific 
frameworks by putting human vulnerability under the metaphor of layers — everyone is vulnerable, 
but vulnerability may vary because of different compositions of layers. For example, older adults 
with late-life vision impairments face complex challenges in technology use because of ongoing 
changes in different layers such as visual abilities, software, and accessibility tools [161]. Conversely, 
individuals from traditionally vulnerable demographics may not necessarily experience augmented 
vulnerability, for instance, when they cultivate digital competence [219, 226] or have resources and 
support from family members [195]. 

As such, the socio-ecological view conceptually offers a more organic, holistic, and flexible struc-
ture when compared to static structures such as taxonomies for explaining vulnerability. Under this 
view, vulnerability is a dynamic result shaped by complex, multi-layered, and changing structures 
concerning everyone rather than an objective entity that can be ordered into a classification system. 
The soft structure partly explains why it is challenging to use taxonomies to interpret vulnerability, 
as individuals often undergo complex forms of vulnerability shaped by numerous interacting layers 
that also evolve over time [198, 224]. 
Ethically, by putting everyone into the framework, the socio-ecological view avoids making 

assumptions about existing fixed categories of vulnerable populations and refraining from inap-
propriate generalizations from study participants to others. Rather, it focuses on theorizing the 

Proc. ACM Hum.-Comput. Interact., Vol. 9, No. 2, Article CSCW037. Publication date: April 2025. 



CSCW037:10 Xinru Tang, Gabriel Lima, Li Jiang, Lucy Simko, and Yixin Zou 

hidden structures and mechanisms that lead to vulnerability in the first place. Layers may involve 
the population being studied but also other individuals more generally. For example, deceptive 
design patterns introduce vulnerability to everyone. 

By incorporating a temporal layer, the socio-ecological perspective further normalizes vulnera-
bility as a natural aspect of the human experience, acknowledging that everyone faces changes and 
uncertainties throughout life. Aging, for example, is a universal process that can introduce vulnera-
bility to all individuals. Vulnerability can also arise from deliberate, context-specific choices; for 
instance, self-disclosure could be an informed decision resulting in expected vulnerability [18, 221]. 

4.3 Unpacking the System of Vulnerability 

In addition to explaining the intricacies of vulnerability, we see the socio-ecological view’s potential 
for suggesting additional directions to be prioritized in future research. First, the socio-ecological 
view breaks down vulnerability into layers, clarifying how vulnerability is situated in intercon-
nected systems. Second, the socio-ecological view reveals time as an important dimension for 
deconstructing vulnerability. Along these two dimensions, we believe that future research can bet-
ter theorize and operationalize the situations, relations, and patterns that give rise to vulnerability 
in a more inclusive way. 

4.3.1 Unpacking the Layers of Systems. One can unpack the system of vulnerability layer by 
layer to explain the variance of vulnerability among individuals — individuals at the center, and 
the surrounding micro, exo, and macro layers. First off, we situate individuals at the core of the 
framework. As evidenced by many population-specific studies, individual characteristics such as 
income, education, and (dis)ability indeed shape individuals’ use of technologies [82]. Individuals 
also play a crucial role in managing their vulnerability through actions such as self-disclosure [18] 
and deciding which technologies to trust [107]. 
However, when interpreting individuals’ attributes and actions, they should be situated in 

complex social structures consisting of micro, exo, and macro layers. The micro layer encompasses 
the closest social ties, including family members, friends, peers, and caregivers. They often provide 
crucial support, such as in the case of younger family members supporting older adults [147, 195], 
but they can also be attackers, such as in the case of intimate partner abuse [65, 198]. The exo 
layer comprises institutional entities that are indirectly linked to individuals, including technology 
companies, community organizations, and service providers. For instance, there is already rich 
evidence supporting that many vulnerabilities are caused by designs rather than individuals 
themselves [42, 181, 184], such as in the case of dark patterns [207]. The macro layer functions as 
an overarching layer, which consists of high-level structures such as societal norms, ideologies, 
government policies, economies, and histories. For instance, privacy norms and people’s perceptions 
of privacy are inherently embedded in cultures [147, 211] and government policies [42, 182]. In 
some cultures practicing filial piety, people may have the norm of sharing technological devices in 
families [147, 195] and not perceive it as a violation of privacy [195]. 

The layered approach inspired by the socio-ecological view could be used to unpack vulnerability 
more holistically and structurally when zooming into specific empirical studies. For instance, 
Simko et al. presented a case study showing how cultural assumptions embedded in privacy and 
security tools developed within U.S. contexts frequently pose barriers to refugees and amplify their 
vulnerability, such as by forcing the use of birthdays as authentication methods [182]. In this case, 
vulnerability does not come from the inabilities of the refugees but the misfits between refugees’ 
needs and the technologies designed for them; these misfits could be further attributed to cultural 
assumptions situated at the macro layer and design practices at the exo layer. 
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Compared with the population-specific approach to vulnerability, a strength of the socio-
ecological view is to examine all sources of vulnerability together while acknowledging their 
interactions. While the vulnerability examined in the case of refugees can be mostly traced back 
to the exo and macro layer, the resulting vulnerabilities for each individual will still take diverse 
forms due to the intricate layered social structures surrounding them, ranging from the supporters 
or attackers at the micro layer and personal attributes at the individual layer. We encourage future 
research to consider the whole systems of vulnerability for the problems they target. We give a 
more concrete example of applying our framework to older adults in Section 5. 

4.3.2 Unpacking Vulnerability in Time. The temporal layer in the socio-ecological view introduces 
a more generative view of vulnerability. It acknowledges that vulnerabilities within all layers can 
emerge and evolve over time, coming from life transitions such as immigration, political activism, 
crisis time [42, 181–183], as well as individual actions such as self-disclosure [213] and incidental 
or unauthorized sharing [24]. These examples show that vulnerability can arise at any moment for 
any individual rather than being exclusive to certain populations. 
Considering the temporal layer, research should be more cautious about the key moments and 

temporal patterns that shape vulnerability as the particular moment and duration of technology use 
may shape different patterns of vulnerabilities. For example, using a public device may introduce 
S&P vulnerability for end users, but individuals may need tailored protective strategies if they 
only use the device for a brief period, as seen in cybercafes [145]. Vulnerability can also be caused 
by temporary circumstances. For instance, tourists may be temporarily vulnerable due to their 
language skills [101]. 
Consequently, taking vulnerability as a static construct [135, 169] can lead to overproblematic 

assumptions and also overlook the resilience that individuals develop over time [135, 169] as 
well as certain types of vulnerabilities. For example, in the case of financial vulnerability, resource 
volatility, rather than static levels of income and wealth, may be more accurate measures for financial 
vulnerability [166]. As another instance, McHugh et al. found that risk exposure contributes to teens’ 
mental well-being, but only in the short term [135]. However, as noted by prior work [18, 166, 168], 
risk and harm are still often conflated and taken as static constructs in HCI and CSCW research. 
By incorporating a temporal layer in analysis, the socio-ecological view can emphasize a more 
dynamic and fluid analysis of vulnerability. 

5 Case Study on Older Adults 
Bardzell argued that researchers should reflect on why HCI would benefit from a specific theory 
when researchers introduce it from another field or propose it themselves [15]. Being aware of this 
critique, we take older adults — who are traditionally defined as a vulnerable population in S&P 
research — and reflect on how our proposed socio-ecological view of vulnerability can advance 
existing understanding and inform future research with this population. 
We chose to focus on older adults in our case study because this population has been featured 

prominently in HCI, CSCW, and S&P research that attempts to achieve inclusion. Besides, research 
has traditionally portrayed older adults through a deficit lens [67, 118, 203] by characterizing 
older adults as having limited technological literacy [6], being particularly vulnerable to S&P 
threats [6, 112, 147], and being easy targets of digital attacks [88, 136]. However, other research 
has shown significant variance in technology skills within this population [82] and older adults’ 
rejection of technologies can be an informed choice rather than the result of lacking abilities and 
knowledge [109]. Consequently, there is an increasing call to refrain from harmful labeling related 
to this population and recognize within-group heterogeneity [82, 110, 143, 226]. 
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Aligning with these calls to action, we discuss how the socio-ecological view of vulnerability 
can explain and unify existing research with older adults (Section 5.1) and generate avenues for 
future research that advances inclusion for older adults (Section 5.2). 

5.1 Explanatory Insights from the Socio-Ecological View 

The socio-ecological view of vulnerability can first function as a conceptual tool to unite the 
diverse findings across specific studies with older adults, providing a foundational understanding 
for future studies. From a layered perspective, there are factors at play at the individual level, 
ranging from cybersecurity awareness [143, 226], digital literacy [82, 143, 226], to stress [143] and 
financial conditions [82, 143]. However, even for older adults falling under the same category, 
they might experience different types of vulnerabilities under different compositions of the layers, 
such as social norms at the macro layer [195], platform designs at the exo layer [33, 114, 194], and 
availability of support at the micro layer. Furthermore, research has highlighted the relevance of 
the temporal layer by recognizing aging as a process of ongoing adaptation, including navigating 
technological advancements and significant life events [17, 26, 161]. 
By focusing on individual factors or systems within an exclusive layer, research may risk rein-

forcing a fragmented view of older adults’ experiences and lead to designs that do not match the 
complexities of social reality experienced by each individual. For example, focusing on the micro 
layer, prior research raised the concern that family members managing technology for older adults 
may amount to paternalism [147]. However, in cultures that practice filial piety, family involvement, 
as controlling as it might seem, could be a natural part of technology adoption [80, 195]. Yet, even 
within these cultures, older adults might personally prefer less family involvement depending on 
family dynamics and personal preferences [195]. These mixed results exemplify the need to consider 
the macro layer (cultural norms), micro layer (family dynamics), and factors at the individual level 
(personal preferences) simultaneously to achieve a more holistic understanding of each individual’s 
experience, especially when proposing interventions and solutions to individuals. 

5.2 Generative Insights from the Socio-Ecological View 

Beyond unifying existing research, the socio-ecological view of vulnerability can help pinpoint 
crucial knowledge gaps and guide future research with older adults in the context of S&P. Below, 
we present a few directions as examples. 

5.2.1 Unveiling Hidden Causes of Vulnerability. While prior research provided support for the 
socio-ecological view, we see the need for future research to delve into the interactions across 
layers to fully explain the diversity of older adults. Within cybersecurity research, prior work has 
largely focused on individual factors that contribute to older adults’ vulnerability [67], with a few 
extending to family dynamics [137, 139] and community support [39, 148, 226]. Although other 
HCI and CSCW studies have looked more broadly into historical changes [17] and explored other 
sources of support [158], they largely focus on more general technology use. 
As a result, the influence of many systems at the outer layers, especially how they together 

impact older adults’ vulnerability, remains largely understudied in the context of cybersecurity. 
From a socio-ecological view, to study the prevalence of scams targeting older adults [31], future 
research can look into the interactions among multiple stakeholders in the micro and exo layers 
— family members, senior care facilities, social workers, store technicians, law enforcement, and 
more — when combating scams and other digital safety threats directed at older adults. 

Additionally, many systems at the outer layers still need exploration, especially considering the 
constantly evolving landscape of technologies and broader structures. For instance, studying the 
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impact of emerging dark patterns and deceptive designs at the exo layer on older adults’ decision-
making and digital well-being could be an important and promising direction [128]. As a way 
forward, future work can further look into how older adults’ S&P, including associated interactions 
at different layers, might be influenced by factors at the macro layer, ranging from historical trends 
of technological development, relevant public policies, and societal attitudes toward aging. 

5.2.2 Unpacking Vulnerability in Relation to Major Life Events and Broader Changes. The socio-
ecological view highlights how vulnerability evolves over time — a critical lens to be considered 
when studying older adults’ S&P vulnerabilities. While the broader HCI and CSCW research 
acknowledges aging as an ongoing life journey [17, 26, 161], this perspective has been understudied 
in usable S&P research, leaving many privacy-critical moments and patterns unexplored. For 
instance, data preparation for death is an extremely relevant theme to older adults [226]; yet, 
prior work on post-death data preparation has been mostly done with younger [30] or mixed-aged 
populations [37, 90]. Other major life events related to older adults, such as retirement, bereavement, 
and changes in living arrangements, could also cause “disruptions” to their digital assets and bear 
S&P implications [142] while lacking attention in the literature. 

Regarding the exo, macro, and temporal layers, the impact of many broader changes over older 
adults’ S&P remains unknown. Prior HCI research has shown that shifts in socioeconomic, cultural, 
and historical conditions, as well as institutional arrangements, can significantly impact older adults’ 
technology use [17]. For instance, the transition from older to newer technologies at the societal 
level [184], experienced by everyone throughout their lives, often renders established mental models 
of technologies outdated [17, 161]. Meanwhile, older adults also actively adopted new technologies 
due to societal changes. For example, research conducted during the COVID-19 pandemic has 
shown that older adults adapted their technology use to mitigate social isolation as a result of social 
distancing orders [81, 163, 186], and these changes may have lasting impacts [184]. However, the 
temporal pattern of older adults’ S&P behavior has remained understudied. Future work could look 
into how institutional and societal changes impact older adults’ cybersecurity, privacy, and digital 
safety, such as how older adults navigate S&P challenges related to mobile payment systems [87] 
when these systems become ubiquitous under government-initiated policies [178]. 

5.2.3 Designing Across Layers. When it comes to design, the socio-ecological view of vulnerability 
can be a useful ideation tool for researchers and designers to brainstorm where to start addressing 
older adults’ S&P needs. Most designs proposed by prior work have been largely restricted to the 
individual level. For instance, a large body of HCI and CSCW research has sought to improve 
the accessibility and usability of technologies relevant to older adults, ranging from wearable 
sensors [220] to voice assistants [27, 202]. Other research has sought to develop privacy education 
interventions tailored to older adults [6] or embedding cybersecurity guardians in communities 
of older adults as a step toward the exo layer level of interventions [148]. However, as Knowles 
and Hanson noted, without a safety warranty providing foundational trust, older adults might still 
reject new technologies due to fear of making mistakes [108]. Building on existing work, we see the 
potential for future designs to enable S&P support for older adults at the infrastructural level, such 
as by coordinating among multiple stakeholders as well as interrogating and improving relevant 
policies. 
On the other hand, while addressing root causes can be a tempting goal, the socio-ecological 

view reminds us that enacting changes at the macro layer is often challenging, controversial, and 
may have unintended consequences, as macro-level structures are often long-established [193]. 
For example, Havers et al. found that older adults experienced structural barriers, stigma, and 
disempowerment when reporting cybercrime, as well as a feeling of shame and fear of losing 
independence due to pervasive, ageist, victim blaming societal attitudes [84]. Developing programs 
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to address these deeply rooted societal norms would likely be a lengthy and complex process as they 
are deeply internalized within society [97]. Consequently, researchers and practitioners may have 
to make hard choices of either adapting to existing structures or challenging those very structures 
when providing support. 

6 Using the Socio-Ecological View in Other Cases 
We have shown how the socio-ecological view of vulnerability helps us better understand past 
literature and inform future research directions regarding older adults in the context of S&P. Below, 
we present two additional examples to show how our proposed framework can benefit research in 
other scenarios concerning inclusion. 

6.1 Reproductive Privacy in the United States 
Reproductive privacy is a growing subfield in HCI, CSCW and S&P devoted to studying user 
vulnerabilities in the face of potential digital risks, particularly in the context of the U.S. With 
the overturn of Roe v. Wade — the U.S. court case that included pregnancy termination as a 
constitutional right — access to reproductive healthcare in the U.S. changed dramatically since 
2022 [197]. People seeking reproductive healthcare now face an increased demand for privacy and 
anonymity, which disproportionately affects historically marginalized groups, such as people of 
color [164] and those without the financial means to travel for care. 

However, privacy and anonymity are at odds with common practices that create a digital footprint 
of one’s pregnancy or pregnancy termination. It is common to digitally track menstruation; search 
for medical advice online; text or call friends; navigate to a doctor’s appointment with a map app; 
and seek peer support from social media. The risks go beyond hypothetical scenarios: unencrypted 
social media direct messages — accessed through a subpoena — were used as evidence in court as 
part of a 2022 case against a woman whose pregnancy terminated in Nebraska [103]. 

The HCI, CSCW and S&P research communities have recognized vulnerabilities associated with 
reproductive privacy, yet existing research has focused disproportionately on period-tracking apps, 
suggesting the need for a more unified understanding of the entire landscape of digital risk in this 
context. The socio-ecological view can guide researchers towards a more holistic and granular 
understanding of user vulnerability through a broader landscape of technical risk as follows: 

• At the individual level, recent work has explored the use and non-use of period tracking 
apps [34], political actions [131], and feelings of nihilism [131]. Despite the heavy focus on 
reproductive technologies, some research has recognized that privacy perceptions extend 
beyond reproductive technologies, encompassing underexplored areas at exo and macro 
layers such as healthcare services and media narratives [131]. 

• At the micro layer, prior work on healthcare (although not necessarily on reproductive 
health) has already broadly identified communities as a critical support structure during 
health crises [21]. The Electronic Frontier Foundation specified “a partner, family member, or 
someone else [one] trust[s]” as potential threats to one’s reproductive privacy [71]. However, 
much of the HCI work on reproduction has been centered around women’s experiences 
in heterosexual relationships, with limited engagement by men and in other sexual con-
texts [200]. Future work can pay more attention to the interactions and collaborative efforts 
at the micro layer. 

• The exo layer maps to existing work’s focus on fertility tracking apps’ privacy policies and 
communications of data practices [127, 188, 189], as well as recommendations to prioritize 
certain technical designs [117]. Future work could continue exploring the role of technology 
companies in amplifying or mitigating risks for end users while situating companies’ practices 
in other layers such as media influence for a more critical understanding [131]. 
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• At the macro layer, the overturn of Roe v. Wade, a key government policy, serves as the nec-
essary background for all recent work on reproductive privacy in the U.S. context. Moreover, 
recent work has started to explore the role of religion in the use of period tracking apps [95]. 
However, the legal landscape is rapidly changing and requires ongoing investigations. 

• At the temporal layer, besides changes at different inner layers, what is critical to repro-
ductive privacy is that pregnancy is a continuously ongoing process that needs stage-based 
care [79]. However, other than Ibrahim et al. [95], existing research rarely takes a longitudinal 
perspective. There remains a lot to explore about how people update their threat models in 
response to their own health changes (such as when becoming pregnant or terminating a 
pregnancy), changes in apps’ data practices, and changes in government policy. 

Summary. The socio-ecological perspective on vulnerability offers a broader, more comprehensive 
view of reproductive privacy (beyond user experiences with period-tracking apps) and can facilitate 
a unified understanding of reproductive privacy across different populations. As research on 
reproductive privacy continues to expand at different layers, it is essential for future studies to 
theorize how laws, as well as broader social norms related to gender, sexuality, and families, shape 
individuals’ reproductive privacy from the outermost societal layers to the most personal inner 
layers. For instance, gendered norms may influence women’s vulnerabilities and behaviors across 
layers through media, healthcare systems, and intimate relationships. 

6.2 Responsible Artificial Intelligence 

Responsible artificial intelligence (AI) represents another subarea in HCI and CSCW with a growing 
interest in inclusion. The deployment of AI systems in high-risk domains has raised concerns 
regarding their disparate impacts on historically marginalized communities [23]. Research has 
acknowledged that AI systems have the potential to not only make marginalized groups vulnerable 
to novel algorithmic harms but also perpetuate and exacerbate existing vulnerabilities [107]. 
Yet, the definition of who is vulnerable to these AI-enabled harms often suffers from the afore-

mentioned limitation of defining vulnerable groups based on hard-coded demographics [23, 155]. 
Recently, the literature has seen a shift towards acknowledging how AI systems reflect and perpet-
uate existing structural inequalities [13, 102, 140], with some proposals to account for temporal 
dynamics involved in deploying algorithms in contexts marked by injustice [60, 169]. Building on 
these efforts, the socio-ecological view of vulnerability can help towards a unified understanding 
of how broader social structures interact with other moving parts of the algorithmic ecosystem to 
make individuals vulnerable to harm as follows: 

• At the individual level, prior work has captured people’s perceptions and expectations 
of AI systems and their harms [126, 190]. Although research suggests that individuals’ 
demographics are not strongly associated with their perceptions of AI-caused harm [10, 208], 
there is evidence that one’s political orientation and experiences with the domain in which AI 
is deployed impact their opinions about algorithmic systems [78]. The absence of consistent 
patterns at the individual level, however, suggests that these findings might need to be 
considered alongside broader contextual factors for a more holistic understanding. 

• At the micro layer, research is still often unclear on how user vulnerability may arise from 
collaborative uses of AI such as with family members, friends, and colleagues. For instance, 
people may disclose others’ information and affect others’ vulnerability to AI systems [223]. 
Furthermore, certain AI applications may present unique concerns for stakeholders at this 
layer. For instance, AI-powered genetic testing poses a risk where the misuse of genomic 
data could infringe on the privacy not only of the individual but also of their biological 
relatives [25]. 
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• At the exo layer, research has acknowledged the role of organizations and institutions 
in affecting people’s use of AI systems. For instance, big tech companies have the power 
to determine the Responsible AI agenda [73], fueling paternalistic and techno-solutionist 
approaches to social harms caused by AI [141, 165]. Prior work’s focus on this outer layer 
can also be seen in debates concerning the impact of specific design choices on people’s 
use of AI [43, 100]. Yet, there is still much to explore in terms of creating more effective 
infrastructural support. For example, developers could be concerned about AI ethics but lack 
the knowledge and capacity to exert change due to a lack of incentives and support [91]. 
Future work could explore how to help developers build their collective power to resolve 
AI-caused harms [216]. 

• At the macro layer, there is a growing call to understanding structural issues embedded 
in AI systems [13, 102, 140] and incorporating a policymaking perspective in pushing for 
responsible AI [172]. Research has identified the ideologies and values shaping AI research, 
finding that they reflect ideals that perpetuate marginalization [22, 23, 72]. Moving forward, 
research should continue investigating how these power structures are prevalent across 
layers and influence user vulnerabilities to AI systems. 

• At the temporal layer, a critical concern with AI is the unpredictability of the harms it may 
cause [9, 92], which often emerge through users’ everyday interactions with these systems 
[177]. This highlights the need for long-term risk assessments. However, there is a notable 
gap in longitudinal studies that examine both the long-term impacts of deploying AI systems 
and the consequences of their removal [58]. Additionally, research has emphasized the lack 
of tools and mechanisms that support users in auditing and understanding AI systems in 
their everyday use [48]. 

Summary. The socio-ecological perspective on vulnerability similarly offers a broader, more 
comprehensive view of people’s vulnerabilities when interacting with — and being subjected to — AI 
systems. While there is a growing call to recognize user diversity and involve relevant stakeholders 
in AI design [45], the landscape of responsible AI informed by a socio-ecological view is more 
complex and broader than simply increasing users’ participation. Moving forward, researchers 
must consider dynamics at and across different layers shaping user vulnerabilities — for example, 
how values embedded in AI design are communicated to the public across layers and how such 
communications shape public perceptions and reactions. 

7 Discussion 

We hope that our paper serves as a starting point for the HCI, CSCW, and S&P research communities 
to build on and move towards a more unified understanding of inclusion from the lens of human 
vulnerability. We advocate for a critical examination of the term vulnerable populations and put 
forward a socio-ecological lens, intending to guide future research to better define, understand, 
and design for vulnerability in ways that reflect the concept’s complexities. Below, we summarize 
the key contributions of the socio-ecological lens for studying vulnerability (Section 7.1), outline 
how this lens informs future work on vulnerability broadly beyond specific cases (Section 7.2), and 
discuss the politics in naming population vulnerable and how to navigate tensions from institutional 
requirements (Section 7.3). Finally, we reflect on our work’s limitations (Section 7.4) before sharing 
our concluding remarks (Section 7.5). 

7.1 Key Contributions of the Socio-Ecological View of Vulnerability 

We summarize the benefits of adopting a socio-ecological view of vulnerability as follows. First, 
the socio-ecological view has the potential to mitigate the three challenges we identified that 
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the population-specific approach faces. It allows researchers to move beyond simply associating 
vulnerability with particular demographics. Instead, it aims to reveal the structures underpinning 
vulnerability across diverse populations while acknowledging heterogeneity within groups. It 
encourages considerations of the broader macro-level systems and how vulnerability evolves over 
time — aspects often overlooked in existing research on vulnerability. 
Second, the socio-ecological view can enhance communication among research communities 

with different focuses on inclusion by positioning vulnerability as a unifying concept that connects 
human experiences. Although the HCI and CSCW communities have made progress at different 
layers, communication between these fields can often be limited, such as between empirical HCI 
and policymaking [222]. Viewing inclusion through the lens of vulnerability opens up opportunities 
for collaboration, and may allow for the development of common knowledge and design principles 
for certain layers. When vulnerability is framed solely as a characteristic of specific populations, 
it may seem like a distant concern; however, the underlying structures of vulnerability are often 
universal. By uncovering the shared structures behind vulnerability, the socio-ecological view can 
foster connections based not on acts of kindness, but on our mutual capacity to feel hurt [206]. 
Lastly, the socio-ecological view of vulnerability can serve as a tool for researchers to be more 

sensitive to their positionality in interacting with and seeking to advocate for the people they 
work with. While it is important to interrogate the root causes of vulnerability and advocate 
for systemic changes, enacting changes at the macro level is practically challenging and might 
result in unintended consequences. The socio-ecological view nudges researchers to consider the 
relationality within the entire ecosystem — whether to strategically place their designs within 
existing structures or advocate for broader structural changes. We discuss this point further below 
when providing recommendations for future research. 

7.2 Recommendations for Future Research on Vulnerability 

We present three sets of recommendations for how future research can better study vulnerability 
and advance inclusion informed by the socio-ecological view, summarized in Table 1. 

Goals Specific Recommendations 

Define 
Vulnerability 

· Specify what situations lead to vulnerability when choosing research focus. 
· Avoid assuming and associating vulnerability with certain populations. 
· Examine the settings, events, and processes concerning vulnerability. 

Understand 
Vulnerability 

· Value localized knowledge and consider methods that enable in-depth and 
structural analysis, such as ethnography and community-based participatory 
research. 

· Explore mechanisms that introduce vulnerability, and how vulnerability 
evolves over time. 

Design for 
Vulnerability 

· Consider how designs are connected to various layers and the larger systemic 
structures. 

· Keep relationality in mind — consider how designs may affect interconnected 
systems and people; consider whether to position the designs within the 
structures or change the layers themselves. 

Table 1. Our recommendations for future work to advance inclusion from a socio-ecological perspective. 
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7.2.1 Defining What Leads to Vulnerability, Rather Than Who is Vulnerable. We advocate for more 
focus on what leads to the vulnerability experienced by individuals instead of identifying who 
is most vulnerable. Developing knowledge around populations as big as older adults could risk 
being too broad, as individuals within the population may experience different vulnerabilities. 
While future work involving specific populations should continue, we argue that the research 
questions themselves should dig deeper into specific settings, events, and processes that are critical 
to vulnerabilities rather than solely relying on demographic categories such as age, gender, and 
income level. For example, research could specifically look into how vulnerability emerges and 
evolves during retirement — through a careful analysis of individuals going through the change 
with considerations of systems and relationships at play. We believe that focusing on the underlying 
causes of vulnerability could provide more sustainable solutions. For instance, recognizing trauma as 
a common emotional state associated with vulnerability, trauma-informed design serves as a useful 
angle for developing safer technology for all, not just those who have experienced trauma [36]. 

7.2.2 Understanding the Complexity of Vulnerability. Future research should explore methods 
to unpack complex mechanisms shaping people’s experiences of vulnerability, such as ethnog-
raphy [53], community-based participatory research [85], and longitudinal analysis [63]. These 
methods are known to produce thick descriptions of participant experiences and/or unpack com-
plex mechanisms. They are also known for the context specificity and depth associated with how 
participants interpret and understand their experiences [187]. However, these methods are still 
underrepresented in user vulnerability research, such as in privacy research with marginalized 
populations [167]. 
Meanwhile, we are aware of the epistemological values of identifying common attacks, risks, 

and harms at scale, especially from the perspective of practitioners working in the fast-paced 
tech industry who may not always have the bandwidth for deep community engagement efforts. 
Methods informed by positivist traditions can still work to tackle vulnerability if the focus is on 
generalizability and reproducibility. However, in pursuit of a more unified understanding, it would 
be beneficial to combine the detailed analysis offered by interpretive methods [187]. We leave the 
door open for future research to continue exploring and debating on the use of different genres of 
methods in relation to the research questions concerning vulnerability. 

7.2.3 Designing For What Leads to Vulnerability. When it comes to proposing designs and inter-
ventions, the socio-ecological view of vulnerability could guide researchers to think through the 
where, how, and why aspects when designing for vulnerability. For instance, solely focusing on 
technical tools, and solutions for individuals might not be enough. A growing body of recent work 
has started to examine people’s experiences in the broader context of social structures, laws, and 
policies [42, 162, 167, 182], by focusing on the care infrastructure [198, 224] and support circles 
around people [137, 138, 147]. At times, vulnerability is even seen as a desirable human experience 
that fosters connection [18, 221]. Building on these ongoing discussions, we encourage a deeper 
exploration of the structures within which the proposed designs are situated, along with reflection 
on their motivations, potential consequences, and limitations. 
While advocating for more holistic support, the socio-ecological perspective also encourages 

researchers and practitioners to critically reflect on the ethical implications of any deployed design. 
As discussed in the case of older adults, individuals, and surrounding systems are interconnected 
and embedded in broader structures. Changes at each layer could impact others within the same 
layer as well as other layers and bring unintended consequences. Sometimes, the impact could be 
universally good. For instance, examining older adults’ concerns about data management after 
death can inform theorizing about vulnerability surrounding death in other contexts, as the topic is 
relevant not just to older adults but to everyone [37, 90]. Other times, however, interventions can 
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cause unintended harm. For example, challenging existing structures such as family dynamics and 
societal ideologies could be controversial and value-sensitive, and often leave the responsibilities 
and risks to the participants themselves [105, 193]. Sometimes, researchers may have to deal with 
value dilemmas within and outside of communities [99]. 

7.3 Reflecting on the Politics of Research with “Vulnerable Populations” 
The socio-ecological perspective on vulnerability urges a critical examination of the power dynamics 
involved in labeling certain populations as vulnerable. Our work intends to provoke a radical 
reconsideration in future research about whether the population-specific approach is truly the 
most effective method for promoting inclusion. Employing the term vulnerable populations to 
encompass a large population can often dilute the focus of analysis and hinder the consideration of 
tailored support. For instance, the roles people take are fluid and multi-faceted; older adults can be 
recipients of caregiving and caregivers at the same time [139]. Relying on the concept of vulnerable 
populations in a population-specific sense may restrict how researchers engage with the people 
they work with and understand their behaviors and practices. 

Following the recommendations we made in Section 7.2, we consider a situation-based approach. 
We encourage future research to focus on the situation that drives vulnerability to determine 
whether using an umbrella term to characterize the populations is necessary, as vulnerability 
can manifest at various levels. For instance, representation bias in algorithms [171] manifests 
vulnerability at the population level. By contrast, identity theft manifests vulnerability at the indi-
vidual level [225]; cooperative cybersecurity management between older adults and their caregivers 
manifests vulnerability at the interpersonal level [139]. It is also important to acknowledge the 
universality of being vulnerable as a human experience. This shared understanding has fostered soli-
darity and amplified the collective power of communities, as seen in the growth of cross-community 
solidarity such as among LGBTQ+, feminism, disability, and immigration movements [20, 201]. All 
these vulnerabilities differ and require thoughtful understanding and tailored responses. 

Finally, we highlight that the politics in deciding who is vulnerable (or not) extends beyond the 
execution of research, as research also operates within an ecosystem. For instance, current funding 
structures often rely on categorizing people into specific groups, such as vulnerable populations, 
requiring researchers and practitioners to tailor their work to fit the criteria and secure support. 
Hence, it is important for all stakeholders, including funding agencies, technology companies, and 
policymakers, to critically examine our roles in shaping the politics surrounding vulnerability 
and working with people. Is it pragmatically possible to move beyond pre-defined categories and 
capture the true complexities and diversities of human needs and experiences? We leave this as an 
open question for future discussions. 

7.4 Limitations 
Our work has several limitations. First, we did not interrogate the deep reasons why prior HCI, 
CSCW, and S&P research named certain groups as vulnerable. Oftentimes, the reason remains 
unclear in the papers we cite. Similar to Bellini et al.’s recent work on research practices involving 
at-risk users [19], future work can conduct interviews with researchers who engage with vulnerable 
populations to understand the rationales and power dynamics behind the naming. 
Second, the socio-ecological view of vulnerability we propose is inevitably shaped by our own 

positionality and may still be power-laden in application. We propose the framework as a starting 
point to encourage new perspectives for examining vulnerability and promoting inclusion in 
research and practice. Our framework should not be taken as a new checklist but as a tool to facilitate 
theorization and reflection. To put the socio-ecological approach into practice, we emphasize that it 
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should be advanced through meaningful collaboration with relevant stakeholders instead of fueling 
helicopter research in which people being studied have no say [4]. 
Third, we are aware that the presented work is shaped by our own backgrounds in U.S. and 

European academic systems and draws from articles written in English primarily. We observed that 
researchers and policymakers in many other countries such as Brazil, China, and Japan use terms 
equivalent to vulnerable populations and similar logic when considering inclusion in research and 
legal regulations [55, 153, 185]. We encourage future discussions on inclusion and vulnerability in 
more diverse language contexts and cultural traditions. 

7.5 Concluding Remarks 
This paper reflects on three key challenges associated with the population-specific approach 
to advance inclusion in HCI and CSCW research. We advocate for a socio-ecological view of 
vulnerability based on the ecological systems theory (EST) as a potentially suitable conceptual 
model to theorize the structures leading to vulnerability. We demonstrate how our framework can 
lead to explanatory and generative insights when applied to examine older adults, as well as how it 
can transfer to other contexts such as reproductive privacy in the U.S. and responsible AI. With 
this socio-ecological view, we suggest future research to expand the scope of vulnerability analysis 
to settings, events, and processes; value localized knowledge and diversify evaluation criteria; and 
treat vulnerability as a structural and relational problem. We invite the HCI and CSCW communities 
to build on our framework and continue the re-conceptualization and empirical investigation into 
vulnerability to advance inclusion. 
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