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Abstract
Despite over two decades of usable security and privacy

(S&P) research, there remains a yawning gap between expert-
recommended S&P advice and user behavior. The Security
and Privacy Acceptance Framework (SPAF) identifies aware-
ness, motivation, and ability as main factors influencing S&P
behavior. The inclusive S&P literature highlights the impor-
tance of user diversity, yet there are open questions regarding
how and why sociodemographic differences in S&P emerge.
We apply SPAF to analyze interview data from 47 participants
with varying age, gender, education, income, (dis)ability, and
expertise. Our findings highlight seven new underlying fac-
tors not covered by SPAF (e.g., how experiences with threats
and doing one’s own research contribute to awareness) and
four barriers (e.g., limited social support). Drawing from our
findings, we establish the notion of differential access as a
new concept to consider for inclusive S&P research beyond
system-level accessibility: Users’ access to S&P protections
and information largely hinges on their social and relational
position within the society and access to resources, which
varies across sociodemographics.

1 Introduction

Despite over two decades of research in usable security and
privacy (S&P), there remains a yawning gap between expert-
recommended S&P measures and user behavior [15, 27, 49].
As stated by Das et al. [27], “If enough people employed ba-
sic, expert-recommended best practices [...] the cybercrime
industry would be hamstrung.” Yet the reality is far more com-
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plicated: The Security and Privacy Acceptance Framework
(SPAF) [27] identifies awareness, motivation, and ability as
main factors influencing S&P behaviors. Other work high-
lights “differential vulnerabilities” [70], “at-risk users” [98],
and the diversity of people’s needs that call for inclusive ap-
proaches in building S&P mechanisms [77, 96, 97]. Yet there
are still contradictory results and vast unknowns about how
sociodemographic factors shape S&P behaviors [101].

To address this gap, we present a qualitative interview study
with 47 participants with diverse backgrounds in Germany
to shed new light on the SPAF framework [27]. Germany
presents an interesting context, as past work has found its
population more aware of S&P risks [46, 48]. Meanwhile, the
country’s infrastructure still lags behind in digitization [22],
and there is a substantial gap in digital skills between IT spe-
cialists and laypeople in the German society [22, 48]. Our
participants span various age groups, education and income
levels, different levels of IT expertise; some of them had
chronic diseases and disabilities and others did not. We did
this deliberate sampling as all of these factors have been
shown to influence S&P behaviors [98, 101]. In the inter-
views, we probed participants about their S&P perceptions,
experiences, practices, challenges, and needs for improvement.
Our research addresses the following questions:

RQ1: To what extent does SPAF apply to explain S&P
behaviors for a diverse sample in Germany?

RQ2: What barriers does this diverse sample experience
when engaging with S&P topics and advice?

RQ3: How do participants wish to improve S&P in digital
societies?

We contribute one of the first systematic applications of
SPAF to a diverse sample that covers several at-risk user
groups, including older adults, people with disabilities, and
people with low socioeconomic status [98]. Our findings em-
pirically validate SPAF and the importance of awareness, moti-
vation, and ability in shaping S&P behaviors. We also identify
new underlying factors not covered by SPAF (Table 2), such



as how S&P awareness can also originate from interactions
with organizations, and how motivation is intrinsically tied to
the enthusiasm about technology and learning new things. We
further provide insights into the specific barriers to accepting
S&P practices, ranging from poor communication to a lack
of digital skills and social support. Altogether, our findings
highlight the notion of differential access to S&P — one’s ac-
cess to resources needed for S&P protections fundamentally
hinges on the different relational positions individuals have
within digital societies [70].

Key insights from our research include:

• A refined version of SPAF drawing from a diverse
sample, including seven new underlying factors and
four barriers.

• Substantial gaps exist between enthusiasts (those
with expertise in IT and sometimes S&P) and every-
day users in terms of perceived threats and adopted
practices, yet they shared similar concerns.

• Differential access emerges when observing pat-
terns across diverse user groups; accessibility ap-
plies to not only systems but also resources (e.g.,
finances, time, mental, and social).

2 Background and Related Work

2.1 The Security and Privacy Acceptance
Framework (SPAF)

Early usable S&P literature argues that a lack of usability is
the reason why people do not engage in expert-recommended
S&P behaviors [103]: tools and measures that are not built
with end-users in mind become too complex and cause fric-
tion [6, 7, 47, 85]. To this date, studies consistently show a
mismatch between expert and everyday user perspectives on
appropriate S&P measures [4, 15, 49, 50, 75, 99, 107]. In 2022,
Das et al. proposed SPAF [27] as a framework to explain why
users accept or reject S&P practices, identifying awareness,
motivation, and ability as three key factors. Awareness refers
to a person’s knowledge and understanding of threats and
countermeasures. Motivation captures one’s willingness to
engage in and adopt expert-recommended practices and tools.
Ability defines to what extent a person can convert motivation
into action. SPAF posits that prevalent models of human be-
havior and technology adoption do not apply in the context
of S&P as the practices are abstract, secondary, and not tangi-
ble [27]. Moreover, there is increasing evidence for the effect
of social influence on all three stages [26, 37, 38, 106].

While some research referred to SPAF [1, 37, 52, 59, 85, 86,
105, 109] since its publication, to the best of our knowledge,
we are the first to systematically apply the framework to
analyze data from a diverse sample. Our analysis confirms

the importance of awareness, motivation, and ability while
revealing new underlying factors not covered by SPAF.

2.2 From Usable to Inclusive S&P
Recent work has identified knowledge gaps regarding user
diversity and how solutions for “average users” are not
enough [40, 42, 51, 97, 101]. Accessible and inclusive S&P
research [76, 77, 96, 97] aims at developing S&P mechanisms
that are inclusive to people with various characteristics, abil-
ities, needs, and values [96]. Under this wave, studies with
specific user groups—such as older adults [9,63,88,111], chil-
dren [56,108], and people with different abilities [36,43]—are
emerging. Still, Wei et al. conclude there remain “contradic-
tory results and vast unknowns” about why correlations ex-
ist between sociodemographic factors and S&P behaviors,
and answering the “why” requires an epistemic diversity of
methods, including in-depth qualitative methods and analyz-
ing intersectionality [101]. The concept of intersectionality
urges us to not look at individual socio-demographic fac-
tors and identities in isolation, but to engage their overlaps
and intersections that create distinct experiences and strug-
gles [20, 25, 30, 31, 41, 58, 104]. Further, the accessibility
literature and the capability approach suggest focusing on
“universal barriers”, i.e., why someone is struggling with a
service, rather than segmenting the people who experience
the struggles [29, 84].

Drawing from the concept of universal barriers [84], our
work shows how these barriers manifest in our sample of par-
ticipants with diverse backgrounds. Pierce et al. established
the notion of “differential vulnerabilities” to capture “how
different populations face different types and degrees of se-
curity risks” [70]. Along this line, our findings inform the
concept of differential access, i.e., access to S&P protections
is similarly contingent on the different relational positions
individuals have within digital societies.

2.3 The S&P Landscape in Germany
Studies on digitalization and S&P in Germany present a mixed
picture, making it an interesting site of inquiry. According
to the EU’s “Digital Economy and Society Index 2022” [22],
Germany ranks 13th of 27 EU member states, despite being
the EU’s largest economy. While Germany excels in connec-
tivity, it lags behind in the provision of digital public services
and human capital: even though the number of IT specialists
is above average, there is a gap in digital skills and compe-
tencies among the population [22], amplified by factors like
gender, education, and occupation [48].

The German population has a high privacy awareness [48]
and holds fewer S&P misconceptions [46]. Yet studies show
pronounced differences among population groups within Ger-
many [45, 68, 94]. The uptake of protective measures also
increases with age [68]. Herbert found four at-risk groups in



Germany (older adults, teenagers, people with migration back-
grounds, and those with low formal education) experience
more cybercrime than the average German population [45].
Moreover, low-income users in Germany face specific S&P
risks due to limited financial resources, resulting in practices
such as using an untrusted cloud because they could not af-
ford more storage space [55]. Our research complements prior
quantitative studies by providing qualitative insights on Ger-
man users’ everyday S&P awareness, motivation, ability, and
associated barriers. Going beyond the low-income sample in
Kostan et al.’s study [55], we draw our insights from a sample
diverse in age, education, income, and chronic diseases.

3 Research Method

3.1 In-Depth Interviews
Interview Procedure. With semi-structured interviews, we
explored the topics (perceptions, understandings, feelings, ex-
periences, and practices related to S&P) in depth while having
the flexibility of delving into themes important to the inter-
viewee. We provide our full interview guide in Appendix C,
sorted by thematic blocks. The interviews were conducted
in German by native speakers. We conducted three pilot in-
terviews (not included in the analysis) and mildly adjusted
the phrasing and order of questions. Questions and themes
were derived from related work [26, 73, 79, 87, 94] to facili-
tate understanding of S&P awareness, motivation, and ability.
The interview started with broad questions about the role of
the internet in participants’ lives. Next, we probed concerns,
threat models, practices, and problems, and sources for S&P
awareness and support. The interview ended with participants’
thoughts on S&P responsibility and wishes for improvement.
Rather than strictly following the thematic blocks, we gave
participants the freedom and time to set their own emphases
and probed topics brought up by participants.

To reach a diverse sample across urban and rural areas,
we conducted all interviews remotely via video calls using
Zoom or via telephone calls using Skype. Interviews were
scheduled for two hours, and we collected a total of 52:30h of
recordings (average time per interview: 1:07h, ranging from
0:27h to 1:55h). To avoid fatigue, we reminded participants
that they did not have to answer all questions and could stop
the interview at any time. Most participants were keen to
discuss the topics at length.

Recruitment. We distributed our recruitment material
among various organizations and associations; some of them
serve specific groups (e.g., older adults and people with dis-
abilities). This partnership further ensured participants had
contacts in the organization to turn to if needed. After getting
an initial set of participants, we conducted snowball sampling,
asking participants to share our recruitment message in their
circles. Our recruitment material consisted of a letter and a
flyer of the study overview, including a QR code/link to our

pre-questionnaire. After the participant gave informed con-
sent, the pre-questionnaire asked for demographic questions:
age, gender, migration backgrounds, chronic illness or dis-
ability, education level, income level, size of their hometown,
and open questions on internet and device usage. We used
information from the pre-questionnaire to generate prompts
for the interviews. Participants could choose to skip ques-
tions about migration backgrounds and existing illnesses. At
the end, participants could schedule a two-hour slot for the
interview.

Qualitative Data Analysis. The interviews were tran-
scribed verbatim by a GDPR-compliant transcription service
and then manually reviewed, edited, and anonymized. Two
researchers analyzed the transcripts, following the six phases
of thematic analysis [11, 12, 14]: After familiarizing them-
selves with the data (I), the researchers agreed on an initial
codebook (II), accounting for the high-level themes identified
in the data and from the interview guide. Both coded the same
set of 14 interviews independently to account for more spe-
cific themes (III). After synthesizing themes, one researcher
coded the remaining data, refined the categories in ongoing
discussions (IV). The researchers continued the discussions
during the coding process to refine the top and sub-categories
and ensure consensus and saturation [13] (V). The second
researcher reviewed the final coding to ensure that categories
were matched before writing the findings (VI) [11]. We then
mapped our findings to the SPAF factors (awareness, motiva-
tion, and ability) and analyzed the prevalence of themes and
patterns among different sociodemographics and their inter-
sections [62, 104]. As emerging disagreements were resolved
and a consensus was reached throughout the coding process,
we do not report inter-rater reliability, following established
practices in the HCI community [14, 16, 55, 60]. All quotes
were translated into English by one researcher.

3.2 Research Ethics and Limitations

Positionality Statement. As human-centered security re-
searchers, we bring a special perspective of data collection and
analysis, mainly focusing on human factors and IT security.
We strive to represent the participants’ experiences as accu-
rately as possible through triangulation among researchers:
the data was analyzed by researchers of different gender and
age with backgrounds in social sciences and IT security.

Ethics & Data Protection. When we conducted the study,
our institution did not have an ethics review board. We de-
signed our study with strict ethical considerations according
to the Menlo report [54] and obtained approval from our
institution’s data protection officer. Before filling out the pre-
questionnaire, participants agreed to participate in a consent
form, including information on data handling and possible
risks. Before beginning the interviews, we guided participants
through the consent form again, so that they could ask ques-
tions before giving their consent once more. All data was



collected and processed according to the GDPR and stored
encrypted on our institution’s servers. Each participant was
compensated with 40C.

Limitations. Our study has several limitations typical for
interview studies, including self-report, recall, and social de-
sirability biases. To counter these, we encouraged participants
to be open about their thoughts, emphasized the study was not
about right or wrong answers, and took care to create rapport
and provide an open, relaxed atmosphere for dialogue. As the
interviews were conducted remotely, only people with the nec-
essary conditions could participate. We made great efforts to
reach less tech-savvy participants and offered the opportunity
to conduct the interview via landline. Our sample consisted
of German residents only, so the results might not transfer
to other countries or societies; they are also not representa-
tive of the whole German population or any specific groups
due to the study’s qualitative nature. For example, we did not
identify distinct patterns across the urban vs. rural divide or
people with vs. without migration backgrounds, unlike other
quantitative surveys [22, 45].

4 Results

After describing the sample in 4.1, we present our findings
on S&P awareness (4.2), motivation (4.3), and ability (4.4)
along SPAF. The new underlying factors derived from our
findings and not covered by SPAF are highlighted by ★. We
then present findings about participants’ barriers to S&P pro-
tections (4.5) and wishes for how S&P can be improved (4.6).
Table 2 summarizes an overview of our findings.

4.1 Sample Description

We conducted 47 semi-structured interviews with participants
of diverse sociodemographics. Table 1 provides an aggre-
gated overview, and Table 3 in Appendix A shows details and
intersections per participant. Twelve participants had prior
knowledge of IT, and some in S&P specifically, drawing from
their work experience, education, or private interests. To differ-
entiate those with more structural mental models from those
with more functional mental models [50, 67], we name the
former “enthusiasts”, and the latter “everyday users” [18, 44].
Since these categories overlap with each other (i.e., one partic-
ipant can belong to multiple groups), we report the results in
aggregate for the most part. However, we also identify distinct
group-based patterns and intersections when they emerge.

4.2 Awareness and Concerns

Our findings confirm the role of SPAF factors – social en-
gagement, digital literacy and mental models, media exposure,
warnings and notifications – in shaping awareness. We also
identify additional factors: ★threat experiences and incidents,

Table 1: Aggregated demographic overview (N=47).
Demographic abs. rel. % Demographic abs. rel. %

Gender Age
woman 23 48.90% young (18-27) 9 19.10%
man 23 48.90% adult 22 46.60%
non-binary 1 2.10% older (60+) 16 34.00%

Education Income
lower 13 27.70% low 23 48.90%
higher 13 27.70% middle 11 23.40%
university/college 21 44.70% high and upper 13 27.70%

Chronic Disease or Disability City Size
yes 20 42.60% rural & small 7 14.89%
no 26 55.30% medium 14 29.79%
n/a 1 2.10% (major) city 26 55.32%

Migration Backgrounds Enthusiast
yes 8 17.00% yes 12 25.53%
no 39 83.00% no 35 74.46%

★organizations and institutions, and doing one’s ★own re-
search. Additionally, everyday users struggled to name con-
crete threats but raised various S&P ★concerns.

Social Engagement. Participants referred to different so-
cial sources for getting awareness, advice, and support on
S&P. Some mentioned their workplace, where they learned
from other colleagues, asked S&P experts, or participated in
specific courses. Most participants learned about S&P from
their social circle and friends, general conversations about the
topic, or stories about incidents. The family was mentioned as
a source predominantly by women: they asked their husbands
or partners, fathers, or brothers. Older women would ask their
children and grandchildren, emphasizing they needed to trust
the person, and seeing them as more knowledgeable due to be-
ing “digital natives”. Advice was passed through generations,
from children to their parents and grandparents.

While enthusiasts would exclusively turn to persons with
expertise, only a few everyday users had expert sources to turn
to – and those were usually men. This pattern may stem from
gender stereotypes [100] more than actual gender differences,
and the reliance on men was not perceived positively by all:

“That’s another thing: as a woman, do I have to call a man
again and ask for help?” [P09]

Mental Models and Digital Literacy. Participants dis-
cussed their knowledge and understanding of S&P. Some
showed limited awareness of possible threats, which in turn
caused them insecurity when using the Internet: “I never feel
secure. There’s always a bit of tension” [P19]. Others – espe-
cially older women – expressed a strong avoidance of learning:

“I don’t want to go online with shaky fingers” [P02]. Others
stated that “knowing too much” would make one paranoid, in
turn causing non-use or disengagement.

S&P was perceived as “master’s knowledge” [P44], re-
served for experts, “as if you have to have studied computer
science [to] have a chance” [P09]. Enthusiasts, predomi-
nantly men with middle or higher income and education, built



elaborate knowledge ecosystems having more stable flows
of S&P information and available support sources to turn
to. In contrast, everyday users pieced together information
from different and random channels and resources, resulting
in fragmented mental models.

Media Exposure. Information in the media was mostly
encountered by chance on TV, radio, print, or social media,
featuring reports about recent attacks on organizations. Only
a few participants encountered S&P advice, e.g., in shows
for consumers. Generally, media exposure was described as
frightening, featuring “horror scenarios” [P08], causing one
to “want to delete everything” [P14].

Warnings & Notifications. These channels were primarily
brought up in the context of firewalls and antivirus software.
Rather than facilitating awareness, they were described as
disruptive and burdensome: “You never know what it is. You
have to do the research yourself, think for yourself, and un-
derstand it yourself” [P17]. This was particularly salient for
tools prompted by the device. In contrast, participants appre-
ciated prompts to use multi-factor authentication (MFA) and
warnings when accessing insecure websites.

★Threat Experiences and Incidents. Participants recalled
certain incidents that shaped their S&P awareness. The most
prevalent was phishing (via e-mail, phone, or SMS), which
they referred to as “spam” or “fake”. Most felt fairly con-
fident in dealing with it, elaborating on protective practices.
Still, everyday users lacked understanding and were left won-
dering how it worked and what specific risk was associated
with it: “How did they get my e-mail address? [What] hap-
pens should I eventually click on such a thing?” [P01].

For other incidents, everyday users noticeably struggled
to express their experience and used broad phrases such as
“having been hacked” and “data abuse”, whereas the actual
incidents ranged from identity theft to external access to ac-
counts or devices and malware. Others described receiving
targeted content and ads as a threat and feeling personally
manipulated:“I [find] that scary. Then I’m wondering, how is
it all connected?” [P24]. The lack of words to describe their
experience was coupled with a lack of understanding of how
the attacks worked and suitable protective measures.

★Institutions and Organizations. These places were pre-
dominantly mentioned by everyday users as a source for cul-
tivating awareness, even though S&P may not be the focal
point of their service. For instance, older participants turned
to senior-specific organizations to learn about S&P through
lectures, courses, or 1-1 support. Some participants also men-
tioned support offered by banks, where they get information
about online banking and learn about MFA: “They explained
everything to me, and gave me a feeling of security” [P06].
Schools or universities were primarily mentioned by younger
adults, referring to the provided information as “rudimentary”
[P17], while some adults and older adults referred to courses
and experts at the workplace facilitating awareness.

Institutions and organizations also intersect with incident

support as learning opportunities. Participants reported turn-
ing to the police, banks, or IT support for help when dealing
with the aftermath of an incident. While banks or IT support
could usually solve the issue, the police take on crime reports
but would not offer further support or explanation: “They did
not help me, they said: ’No, we are overloaded’” [P29].

★Own Research. “Doing my own research” was a preva-
lent source for S&P awareness among participants. Notice-
ably, enthusiasts almost exclusively turned to S&P-related
online resources such as websites, magazines, online com-
munities, or specific associations; they knew what they were
looking for and where they had to look for it. In contrast, ev-
eryday users would broadly refer to doing “online research”,
using search engines and comparing different information
they found. Only a few everyday users were aware of official
S&P resources provided by authorities or consumer centers.

★Concerns. While everyday users noticeably struggled
to describe concrete threats, talking about general concerns –
what users care about and fear might happen [21] – was an
easier endeavor. A major area of concern was online banking
and finances: everyday users (especially women, those with
chronic diseases, and low-income participants) found it very
important to protect banking information, but also worried
about data loss or loss of access. Participants also raised other
concerns related to privacy and third-party data management,
as “the internet does not forget”:

“Someone is drawing conclusions. But it’s probably not
someone, but algorithms. I don’t even know who is working
with this data everywhere” [P04].

Concerns about a lack of transparency and data abuse were
set in relation to broader concerns about fake news, manipula-
tions, and surveillance: “It leads to the consolidation of fake
news and conspiracy theories. I think that is really dangerous”
[P30]. Similarly, participants discussed the consequences of
algorithms and technologies on daily life and society due to
rapid developments and increasing complexity: “Although I
wouldn’t consider myself particularly old, I feel overwhelmed
by some [technological developments]” [P16]. Some worried
that quick technological developments would cause friction
to social cohesion and pose a risk if not accompanied by
according awareness and education programs:

“Too much new knowledge was simply assumed all at once
to be able to use the whole thing easily. And this generation,
[they can] generally use it, but don’t understand [it]” [P21].

For others, their concerns were overwhelming and resulted
in disengagement with S&P altogether:

“I can no longer defend myself against this. The data is there,
the data is stored permanently, and a third party can process
this data without my consent. I find that very unsafe” [P12].

4.3 Motivation
Motivation is another important factor for S&P acceptance ac-
cording to SPAF. On top of the underlying factors mentioned



by SPAF (subjective norms, perceived relative advantage,
trialability, and compatibility), we identified ★enthusiasm
and ★responsibility as two additional underlying factors that
shape motivation.

Subjective Norms. Subjective norms, i.e., perceived expec-
tations from others [3], were prominent in shaping the usage
of tools such as firewalls or antivirus software, which were
almost exclusively mentioned by everyday users: “I learned
[from my father], the first thing to do with a new PC, is to
install antivirus software” [P39].

We also observe gendered patterns in the adoption of behav-
iors. For example, women participants identified providing
information online as a risk: “I am a woman, and I am alone.
You have to be careful” [P34]. In addition, women partici-
pants recounted being socialized to be scared of technology
through past generations. P34 said:

“[As] women, we were kept away from technology. I’m still
afraid today when I touch something technical, I might
break something. Whenever the PC or laptop does some-
thing weird, I get scared and think I’ve broken it.”

Noticeably, these norms and stereotypes were not only en-
countered by older women. P09, a woman enthusiast, shared:

“The salesman said to me: ‘Buy a MacBook. It’s a woman’s
computer. You can’t do anything wrong with that.” As such,
these prevailing stereotypes [100], ingrained as subjective
norms, can deeply inhibit women’s self-efficacy and motiva-
tion when engaging with S&P.

Perceived Relative Advantage. Several participants stated
they felt secure, as they had experienced no incident so far
– yet acknowledged that they were not able to assess it. Oth-
ers, especially women and low-income participants, felt they
would not be a target: “They probably just had a tear in their
eye when they saw my account balances” [P02]. Perceiving
attacks as efforts only targeting wealthy, prominent individu-
als or organizations, they saw no reason to engage in further
protective measures. While enthusiasts, and mostly men, felt
quite confident in their protective measures, others expressed
a sense of futility and powerlessness:“Experts can of course
crack everything” [P29].

Despite being aware of certain S&P advice regarding se-
cure messengers and social media, some participants felt the
associated costs outweighed the benefits of staying in touch
with other people. This tradeoff presented a special challenge
for participants with chronic diseases or disabilities, who re-
ceived valuable information and advice from online forums
and communities. Other participants refrained from using so-
cial media, big platforms or companies, smart home devices,
online shops, or cloud services. Some participants refrained
from secure messengers or password (PW) managers, contra-
dicting expert advice.

Trialability. In terms of trialability, i.e., “the degree to
which an innovation may be experimented with on a limited
basis” [82], participants broadly agreed that “100% security
is an unattainable goal”. The abstractness and invisibility of

threats make it hard to assess the benefits of S&P measures
through trial [27]; i.e., a lack of trialability caused feelings of
insecurity. For example, regarding MFA enforced by banks,
everyday users still felt a sense of insecurity as they were not
able to assess the measure’s effectiveness: “People say it’s
secure. So I try to believe it’s secure” [P03]. On the other
hand, enthusiasts would trial S&P practices by engaging in
self-pentesting practices or trying out Linux products.

Compatibility. According to SPAF, compatibility refers
to how S&P advice fits with users workflows, identities, and
perceptions or values. Interestingly, we observed cases where
compatibility with values or concerns outweighed compati-
bility with workflows. In other words, sometimes participants
were willing to sacrifice usable workflows. For example, many
participants had pronounced privacy concerns, especially re-
garding targeted content and cookies, and even some older
adults would use tools to prevent tracking: “[It’s] important
to me to preserve anonymity, I run it after every use” [P36].

Concerns with data aggregation motivated participants to
engage in various obfuscation techniques, from to providing
fake data, to using different pseudonyms and several e-mail
addresses, which some also related to phishing prevention.
Even though these practices were sometimes at odds with
their workflows, or caused friction with their task, the feeling
of lacking control over data caused them higher discomfort.

★Enthusiasm. We identified enthusiasm – for technology
or for learning new things in general – as a prominent factor
in shaping motivation. Enthusiasts usually taught themselves
about S&P on their own, perceiving tinkering with tools and
settings as a fun-inducing hobby, often dating back to their
early childhood or teenage years. P09 explained how she
would set S&P challenges to herself that involve additional
learning effort: “As others say: ‘We lived vegan for half a
year’, I only used Linux products for half a year.”

P21 explained hosting his own services, did penetration
testing, and continually learned about S&P out of fun:

“I am very interested in technology. I naturally enjoy fixing
problems. Although I cause most of the problems myself
because I’m tinkering with the service.”

Yet, this enthusiasm was not shared by everyone: “I want
to use this thing, and I don’t want to know much else” [P38].
While older adults especially appreciated the new opportu-
nities for learning the Internet gave them, they experienced
great frustrations when trying to learn about S&P online.

★Responsibility. Motivation can also stem from the per-
ception of S&P as a (shared) responsibility. Participants
largely felt left on their own with taking care of it, calling on
institutions, organizations, regulatory bodies, and government
to do their part by providing better policies:

“The conditions have to be created, by politicians and so on,
so this can be implemented. And there must be opportunities
for companies to bring in [experts]” [P06].

For enthusiasts in particular, while they ascribed the re-
sponsibility to organizations and governmental institutions,



they did not trust organizations and governmental institutions
to do it right due to opposing interests or business models.
As such, they were highly motivated to engage in elaborated,
time-consuming practices, facilitated by their enthusiasm and
a balance of the associated costs and benefits. Moreover, they
emphasized that current systems and structures were not laid
out to ensure S&P, so holding users accountable for their own
S&P would be a “perpetrator-victim reversal” [P46].

4.4 Ability

Across different groups within our sample, there were notice-
able differences in terms of S&P practices they engaged in,
the challenges they faced, and how they dealt with the chal-
lenges. In addition to system usability and accessibility, we
identified ★access to resources (financial, mental, social, and
time) as a new underlying factor shaping ability.

System Usability and Accessibility. Enthusiasts were over-
all confident in their practices, primarily engaging in technical
measures. While it could take them some time to set them
up, or they would face technical friction from time to time
(e.g., due to a lack of interoperability), they perceived it as an
annoyance they could handle or a fun problem to solve. How-
ever, they acknowledged their practices were not manageable
for everyday users who lacked their enthusiasm and ability:

“What I do is not a model that is somehow generally usable,
[most] people can’t do that” [P05].

The dominant theme for everyday users was authentication
– participants acknowledged the practice’s importance yet
talked about it with annoyance. They elaborated on their own
PW management systems, including differentiating between
accounts of different importance, managing several PW lists,
and creating memory aids and PW rules to remember various
combinations of letters, symbols, and numbers, like “a story
you can reconstruct” [P26]. However, they encountered is-
sues with this approach, and some admitted falling back to
insecure practices as the workload was too much. Participants
welcomed MFA as an additional layer of security, despite
the friction it causes. They also appreciated the usability of
biometric authentication, yet felt uncertain about its security:

“My ability is limited. [...] If I am always too scared and don’t
trust its protection, then I can’t use it at all” [P03].

Other participants said they used firewalls and antivirus
software, yet faced usability issues, and they felt they were
unable to assess these tools’ actual workings or security. Se-
cure messengers were also discussed ambivalently by every-
day users – not in relation to usability, but rather utility and
privacy concerns: “If everyone uses WhatsApp, you are out
of the loop with Signal” [P04]. Despite being concerned with
privacy, only very few everyday users used privacy-enhancing
technologies, as high amounts of friction caused abandon-
ment. Further, several participants – especially older adults –
refrained from online banking as a protective measure, accept-
ing additional costs and time to work through their finances

even as more physical branches were closing down.
★Access to Resources. Beyond general accessibility, often

discussed in relation to the user’s own characteristics (e.g.,
different physical abilities, digital literacies, and educational
attainment) [27], we identify access to resources as an under-
lying factor for ability; the resources include finances, time,
but also one’s mental and emotional capacities.

The workload for researching S&P information and main-
taining practices was perceived as “not manageable if you
don’t work on it full-time” [P19] – even by enthusiasts. Some
participants further stressed the financial costs of acquiring
additional storage space to do backups or new devices to con-
tinue to receive updates. The financial costs put an additional
burden on participants with lower income, often intersecting
with chronic disease or disability and age.

While enthusiasts tend to comfortably manage the trade-
offs, everyday users resorted to self-blame using phrases like

“I know I should”. For example, some recounted dealing with
several unique passwords was too much for them, causing
them to engage in insecure password practices despite better
knowledge. This was a pressing issue for older adults and
participants with chronic diseases or disabilities – which often
overlapped – struggling with fiddly settings, but also limited
time and energy to deal with S&P: “. . . then the tiredness
comes through again” [P43].

Backups represented another significant challenge. Despite
great motivation to prevent data loss, everyday users struggled
to remember doing them, did not know what system to use,
or had mixed feelings about cloud services. Participants with
lower income further explained that they lacked the resources
to acquire additional storage space to do so.

Similarly, regular updates were not done either due to past
usability issues, or no longer receiving updates when using
older devices. However, acquiring newer devices required
access to finances – as well as to time, ability, and enthusiasm
to adjust habitual behaviors to something new: “As soon as
something new comes up you have to think: ‘How do I do that
now?’, [and] have to be really careful what you do” [P37].

Being careful was a major practice among participants,
e.g., checking for trust signals on websites, or only using
trusted sources in general. Being careful as S&P practice was
especially pronounced among participants lacking in-depth
understanding and awareness of threats and measures. How-
ever, even these seemingly simple heuristic-based practices
added extra burden on participants, requiring extra cognitive
workload. Even when the usability and accessibility of S&P
tools and advice are guaranteed, non-adoption might still oc-
cur when participants face significant barriers in accessing
necessary social, economic, and mental resources.

4.5 Barriers to S&P
We identified several barriers participants face when attempt-
ing to learning about S&P and adopting protective practices:



S&P communication, fear and limited trust, limited digital
skills and limited social support. These barriers further inter-
sect with participants’ sociodemographics.

Poor Communication of S&P. Participants reported com-
munication issues related to S&P knowledge, including jar-
gon, problematic framing, and a lack of shared language.
These issues make S&P information and notifications hard to
access, often requiring further research:

“[They] simply require too much prior knowledge [and] use
these very specific, unfamiliar terms. I have to look it up first,
what did they mean again?” [P37].

This lack of accessible language impacts the quality of
support from experts and one’s social networks. P04 describes
her experience of attending a talk by an S&P expert:

“[He] certainly made a lot of nice offers, but I can’t take
advantage of them[.] 35-year-old nerds write for 35-year-
old nerds. But we are simply left out.”

Further, the prevalence of English terminology presented
an obstacle to our German participants, especially to older
adults: “There are so many words for which no images can
be generated in my head” [P36].

This lack of common and shared language impeded advice-
seeking and caused misunderstandings: supportees struggled
to articulate their problems or got lost in technical details, and
supporters struggled with where to start. Enthusiasts found it
hard to avoid technical language and refrain from discussing
complex technicalities in their communication: “It’s hard to
teach people, because [the] whole thing is super complex,
like how everything works technologically” [P10]. Support-
ers highlighted the effort to communicate in a target-group-
specific way, focusing on the needs and requirements at hand
rather than explaining it from an S&P perspective. However,
volunteers in organizations found this easier: “People say,
‘Well, you’re not such a computer science nerd, you can ex-
plain it well’” [P09].

Fear and Limited Trust. The impression that S&P in-
formation requires expert knowledge to understand, with an
exclusive focus on attacks, further induced fear and prevented
participants from seeking more information: “I don’t want
to go online with shaky fingers” [P02]. This fear was espe-
cially prevalent in older women, who recounted having been
socialized to be especially careful when using digital tech-
nologies. Several participants highlighted overcoming this
fear and establishing trust as a barrier, such as P20:

“If I recommend something that doesn’t meet their trust,
[that] doesn’t help, [because] they don’t have the feeling
that it is secure, even though it is objectively secure.”

For example, several participants explained not using PW
managers or cloud services for backups due to a lack of trust.
Older adults, in particular, emphasized the need for a trusted
relationship with advice and support givers – which could
sometimes only be achieved in 1-1 sessions instead of group
support or own research.

Limited Digital Skills. Participants who engaged in their
own research but had limited digital skills felt overwhelmed
by the amount of information and what to do with it. Finding,
comparing, and distinguishing trustworthy sources required a
lot of time – with no guarantee of finding actionable advice
suiting their use case: “You can basically find everything on
the Internet, but [if] you don’t know what you’re doing, then
you’re very lost” [P17].

Limited digital skills also presented a barrier to giving
advice and support, especially to older adults, who often in-
frequently used devices: “Sometimes they only have a cell
phone because their kids [want them to be reachable]” [P15].
Supporters had to show and explain “basic” ways of using
and handling a device or service, before even getting to S&P:

“If you tell them about VPN [you] won’t get anywhere” [P15].
Additionally, infrequent use caused older adults to forget what
they had learned, hindering the solidification of skills:

“I tell [them] to make updates, [and they don’t know how.]
I’ll do it for them, but I know as soon as they get home, they’ll
have forgotten it” [P15].

Limited Social Support. Barriers can also occur in one’s
access to social support, which is further intertwined with
one’s sociodemographics. For most participants, they could
only lean on their close ones for support: “You don’t have any
contact points for help, so you’re really dependent on private
contacts” [P17]. Some emphasized they did not have anyone
in their social circles they could even talk to about the topic:

“In my circle of friends, I’m probably the one who has the most
Internet knowledge” [P02].

Associations and organizations offering courses and sup-
port were mostly available in bigger cities. As such, barriers
to accessing social support were more pronounced for partici-
pants who lived in rural areas, alone, or with chronic diseases
or disabilities, as the condition made them unable to leave the
house as much; the latter two conditions also often intersect
with older age. Due to limited sources, some older adults hired
a personal IT specialist for support – if they could afford it.
However, not being able to assess the advice they received and
having to trust unknown persons left them feeling insecure
and exploited. Two older women shared they felt “scammed”
by their IT support, who tried to sell them services they did
not need “for security reasons.”

On the other hand, enthusiasts supporting their social cir-
cles would get easily frustrated, avoid the topic, only help
when directly asked, and sometimes simply take over the task
to avoid friction. While volunteers in associations were more
aware of group-specific needs, they lacked resources to meet
the high demands and costs associated with advice- and sup-
port giving: in terms of time, finances, devices, know-how,
and patience, but also simply having access to a commonplace
for 1-1 support: “There are so many people who want to learn
all this. It is simply not manageable. There is a tremendous
need and perhaps we should address it” [P37].



4.6 Improving S&P in Digital Societies

Throughout the interviews, participants discussed S&P as
a social and cultural issue, requiring efforts from not only
individual users but also multiple stakeholders. We present
findings about participants’ suggestions for improving S&P
in digital societies.

Usable and Accessible Information and Mechanisms.
Sometimes participants identified the need for usable and ac-
cessible S&P broadly, wishing things were “less complicated”
[P28]. Others mentioned specific use cases or applications,
especially tools for data management and backups, identity
management, handling cookies and targeted advertising, and
usable authentication. Beyond specific tools, accessibility de-
sires also apply to advice and information. Here, participants
generally demanded less technical jargon and suggested ad-
vice should preferably be provided as checklists and step-
by-step instructions, like “ready meals for IT” [P09]. Others
emphasized the importance of a participatory approach in
developing tools and advice by including and engaging with
various user groups: “[They] should be developed much more
closely with users, including those from different generations,
[to] make an offer [that] is okay for the user” [P04]. Sev-
eral participants referred to the need for better defaults and
standards across software and hardware.

Socio-Technical Implementation. Participants high-
lighted the necessity to implement S&P on a societal and
governmental level, with involvement from the state, organi-
zations, service providers, administrative bodies, and critical
infrastructure joining forces. Some specifically called for dig-
ital sovereignty, i.e., laws and infrastructures enabling the
self-determination of one’s digital destiny [24]. Another topic
was data minimization and transparency in data handling, of-
ten referring to the GDPR not being sufficiently implemented.
In line with this, participants called for more control over data
and its protection – individually and socially – as well as the
need for offline alternatives.

There was a general call for more support. Everyday users
emphasized human and local support, such as dedicated pro-
fessionals citizens can turn to in order to recover from attacks.
Further, participants stressed the need to build more S&P
competence in a group-specific manner – such as by target-
ing older adults and schools to disseminate S&P knowledge
and skills into society. To achieve this goal, better infrastruc-
ture, laws and regulations, proper funding, and cooperation
between stakeholders were seen as necessary. Everyday users
envisioned S&P being ingrained into society and culture as

“traffic rules” [P17] or “as popular as going hiking, or driving
to the sea” [P09].

5 Discussion

For all factors – awareness, motivation, ability – we observe
gendered patterns that proliferate with increasing age and

sparse technical expertise. Further, amplified concerns and
barriers occur when older age intersects with chronic dis-
ease/disability, lower income, and a lack of exposure to digital
technologies and S&P during the life course, e.g., at school or
workplace. Additionally, we identified barriers running across
awareness, motivation, and ability. To counter these barriers,
participants called for embedding S&P in society and culture,
by addressing usability and accessibility of measures, and
engaging infrastructures and policies.

5.1 New Insights Compared to SPAF

Applying SPAF to a diverse sample of participants, our study
reveals seven new underlying factors for awareness, motiva-
tion, and ability as well as four barriers that cut across them.
Table 2 illustrates the findings as a refined and more holistic
version of SPAF. We now discuss our key insights.

The Interdependence Between Awareness, Motivation,
and Ability. Our results indicate S&P awareness, motivation,
and ability are not separate factors as they interrelate and
influence each other. For example, perceiving S&P practices
as futile or avoiding them altogether (4.2) limits motivation
and ability, even when system usability is guaranteed. A lack
of awareness of measures, or lack of trust in them, limits
ability, even when motivation is high (4.3).

Prior work that aims to promote S&P acceptance has pri-
marily targeted one factor at a time, and it was mostly abil-
ity [27]. Nevertheless, this interdependence showcased by our
findings emphasizes the need for integrative approaches to ad-
dress S&P acceptance by considering awareness, motivation,
and ability altogether [27]. Along this line, the four barriers
we identified (4.5) are also intertwined with awareness, mo-
tivation, and ability, further validating that the three factors
operate concurrently.

Institutional Support in Learning About Security and
Privacy. We found threat experiences and incidents (4.2) as a
prominent factor influencing awareness, similar to other prior
work identifying threats as a trigger for the uptake of protec-
tive measures [65, 110]. However, a lack of in-depth under-
standing of threats caused friction when participants sought
advice and appropriate countermeasures. In some cases, inci-
dents caused participants to seek help from institutions and
organizations, with varying results.

Our findings also highlight the role of organizations and
institutions (4.2) in providing support and awareness, which
is not covered in SPAF, but has been documented by other
work [19, 70, 72, 98]. While everyday user participants were
largely unaware of S&P specific organizations, those working
in voluntary and non-governmental organizations were more
aware of differential vulnerabilities [66, 70]. These partici-
pants are better equipped to provide tailored interventions
and support, but they are also in dire need of resources (4.4)
to do so efficiently and meet the demand [19]. A possible
direction for future work is seeking to empower these in-



Table 2: A refined version of SPAF informed by our findings, including seven new underlying factors and four barriers.
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dividuals in disseminating knowledge and best practices as
security champions; while prior work has mostly investigated
security champions in the workplace [8], such efforts can be
broadened to NGO settings.

Self-Learning Tied to Digital Skills and Literacy. A
prevalent source for S&P awareness among our participants
was doing their own research (4.2), another factor our find-
ings add to SPAF. This finding highlights the proactiveness in
even everyday users, contrasting the framing of users being
passive recipients of expert advice [28]. However, doing own
research requires digital skills [92, 93] (4.5) to find appropri-
ate sources, as well as the resources (such as time) (4.4) to
understand and assess them. Currently, the S&P advice land-
scape is still fragmented [5, 64, 74, 75, 89] and overwhelms
everyday users. Future research should investigate how to
improve communication of S&P, e.g, using creative methods
to establish folklore [39, 95], and fostering positive security
narratives [18, 61, 81] to reduce fear and build trust (4.5).

The Promises and Downstream Effects of Concerns.
SPAF notes S&P as secondary concerns to users but does
not highlight concerns as a prominent factor [27]. In contrast,
our findings emphasize that S&P concerns (4.2) – i.e., what
users care about or fear might happen [21] – are deeply in-
tertwined with participants’ awareness and have downstream
effects on motivation and ability. While some participants
had overwhelming concerns, inhibiting motivation and ability,
others were willing to face the extra workload to meet their
concerns. Moreover, especially for everyday users, talking
about concerns is more effective than talking about threats,
suggesting that efforts to address concerns are a fruitful start-
ing point for research and interventions [18, 27]. Despite a
disparity in threat models between enthusiasts and everyday
users, they shared similar concerns. As such, we see concerns
as an integral part of understanding users’ acceptance and
rejection of S&P practices and conducting human-centered
threat modeling [27, 91].

Toward the goal of improving motivation, we also identified
enthusiasm (4.3) as a new factor not covered by SPAF: the
enthusiasm to tinker with technology, solve problems, and
learn something new motivated users to overcome challenges

and inconveniences. This opens up avenues for research on
how to increase enthusiasm and make S&P more fun for less
tech-savvy users.

Going Beyond System-level Usability and Accessibil-
ity. On issues related to usability and accessibility (4.4), our
findings also suggest the dual role of friction. In certain in-
stances, such as MFA, participants tolerated and sometimes
even appreciated friction, as it gave them a sense of security.
Everyday users engaged with social strategies (e.g., asking
others for support), distancing behaviors (e.g., censoring on-
line sharing and disclosure), and non-use (4.2,4.4) [83, 98],
all of which came with the cost of missing out benefits pro-
vided by a digital society. These findings support recent work
on “security-enhancing friction” [32], opening up avenues for
research on how much and what kind of friction is tolerable
or may even be desirable for users.

Moreover, as our findings show, digital skills (4.5) – as a
pre-requisite for handling tools efficiently – are a major bar-
rier to S&P awareness, motivation, and ability. While digital
literacy (4.2) refers to mental operations of understanding and
knowledge, digital skills involve active interactions and oper-
ations with hardware and software, and communication [92].
As usability mainly aims at ease and efficiency of use, the
goal of achieving usability might actually counteract the ac-
quisition of digital skills. Further, one’s access to resources
(in terms of material, mental, and social resources as well as
time) significantly impacts S&P ability. While usability aims
at reducing time and mental workload, future work aiming at
inclusive S&P solutions should take into account resources in
other formats as well.

Toward Shared Responsibility. While SPAF is primarily
for characterizing end-users, it highlights shared responsibil-
ity as an avenue for future work, as the “wider ecosystem
of interactors who work to ensure a secure and trustworthy
cyberspace” [27]. Our findings suggest that this ecosystem
should include experts, organizations, regulators, legislative
bodies, and people in one’s social support network. We – and
our participants (4.3, 4.6) – see the necessity of examining
and improving the broader ecosystem in order to ensure the
acceptability of S&P practices and re-distributing responsibil-



ity from individual users to more privileged stakeholders to
counter cyber-attacks [79].

5.2 Differential Access to Security and Privacy

Our interview study based on a diverse sample enables us
to dive into the possible “why” of sociodemographic dif-
ferences [101], especially when several identities that make
individuals “at-risk” [98] intersect with one another [20, 25].
For instance, older age intersects with and amplifies varying
physio-cognitive abilities, chronic illness, and lower income,
increasing the burden and cost of adopting S&P measures. A
key takeaway from our findings is the notion of differential
access: the S&P risks and vulnerabilities faced by individual
users hinge on their social and relational positions in the soci-
ety [70, 98], intersecting identities [41, 58] and the resources
they can access.

Impact from Limited Resources. Similar to Kostan et
al. [55], we found that lower-income participants continued
using older devices and software no longer supported by up-
dates; some could not afford storage space for backups (4.4).
In contrast, those with higher incomes could afford to hire
professional IT support, yet at times felt scammed as they
could not assess the given advice (4.5). Our findings add to
the limited research on the interplay between income and
security behaviors [101], which remains understudied and is
an important topic for future work.

In addition to limited financial resources, our findings cap-
ture resources in a broader sense, also including access to time,
mental and emotional capacities, and social capital (4.4, 4.5)
[77, 93]. For participants with less time and mental/emotional
capacities, the workload of maintaining common S&P prac-
tices could become too high. To obtain S&P information and
support, our participants relied heavily on their own research
and social contacts (4.2, 4.5) [37, 45], but those who lacked
access to such resources were left alone in dealing with S&P.
Future work should look into opportunities for intervention
in streamlining and equalizing access to S&P by enabling
individuals to obtain support from institutions and organi-
zations (4.2), especially organizations specializing in S&P
topics, which were largely unheard of among everyday users.

Gendered Stereotypes and Gaps. Across all age groups,
women participants showed less self-efficacy [10] when en-
gaging with S&P; while they sometimes did their own re-
search, they also heavily relied on men for support and ad-
vice. Some women participants reported being talked down
upon when doing so, encountering the assumption they would
not understand or be interested, inhibiting motivation. Older
women, in particular, recounted having been socialized to be
especially careful with technical devices, decreasing trust and
increasing fear (4.2, 4.3, 4.5). Our findings confirm prior work
on gendered gaps in digital skills [48].

Nonetheless, prevailing gender stereotypes related to
S&P [100] might serve as a deeper explanation of the ob-

served gaps and behaviors. Our findings also suggest the exis-
tence of gender stereotypes (4.3): Women are less confident,
while men might be overconfident. Related work found that
women and men prefer different S&P advice sources [23, 72],
and show differences in the uptake of S&P practices [101],
further emphasizing the need for tailored interventions and
researching gender in relation to other factors and barriers.

The Interplay Between Age and Other Sociodemo-
graphic Factors. While the importance of age in studying
S&P behaviors is not new, our findings highlight the interplay
between age and other sociodemographic factors: 1. gender; 2.
different physical and cognitive abilities; 3. education and in-
come; 4. experience and exposure to digital technologies over
the life course [27, 77]. For example, older adults drawing on
former experience with digital technologies at the workplace
showed less fear and greater self-efficacy [10] when dealing
with S&P, and would also support others. Yet, especially older
women expressed avoidance of S&P, or reverted to non-use
out of fear – especially when lacking social support, or access
to resources (4.2, 4.3, 4.5). On the other hand, young adults
who’ve grown up with digital technologies recounted less
friction in usage, yet studies show this does not correlate with
S&P usage [68, 94, 101]. Our work indicates that the mixed
findings on age’s influence on S&P [101] may be explained
by other intersecting factors, emphasizing the need to take
them into account in future work.

Adding Differential Access to Universal Access. Alto-
gether, our findings suggest that access to S&P is differen-
tiated and heavily tied to accessibility across the physical,
cognitive, emotional, financial, and social dimensions (4.4,
4.5) [70, 77, 93]. Currently, access to S&P largely hinges on
the contingency of one’s social and relational position within
society [70] and having access to resources, which varies de-
pending on intersecting socio-demographic factors and iden-
tities. As such, intersectionality [20, 25] results in differential
access. Further, Schauberger’s “universal barriers to access”
framework posits there are fundamental reasons why some-
one is struggling with a service, and focusing on these barriers
might be a more sustainable approach than segmenting the
people who experience them, as it results in an infinite list
of different conditions or characteristics [84]. Our findings
echo the strength of thinking along the line of universal access
as we identified common barriers across participants from a
wide range of demographics (4.5). Moreover, by focusing on
S&P, we identified new barriers compared to Schauberger’s
framework drawn from governmental digital services broadly,
namely barriers in social support [37], digital skills [92, 93],
and how S&P is framed and communicated [57,95]. Thus, we
argue, that combining the concepts of intersectionality and
differential access offers a powerful approach to uncover the
underlying “whys” of user behavior, as well as pinpointing
barriers to S&P in design and socio-cultural environment.

Overall, the prevailing friction and remarkably persistent
sense of futility and resignation regarding S&P [102] among



participants indicate we, as the S&P community, need to be-
come better at being “persuasive” [102]: not only in usability,
but in the stories we tell about S&P, and the way we tell them,
to embed S&P in the digital society and culture sustainably.

5.3 Security and Privacy in Digital Societies

Our results show that everyday users faced significant barri-
ers to S&P. Differential access requires differential interven-
tions to enable S&P behaviors among diverse user groups,
rather than delegating responsibility to individual users (4.3,
4.6) [47, 79, 80]. Our findings suggest the importance of inte-
grative approaches to accessible and usable S&P, that address
awareness, motivation, and ability at the same time [27]. Tai-
lored interventions and support can facilitate competencies
and capabilities [28,29] to implement S&P in digital societies
(4.5, 4.6). Further, our results align with prior work [19, 70]
suggesting that voluntary S&P supporters, provided with nec-
essary resources, could serve as security champions [8,53,66],
facilitate assisted access [19], and address individual concerns
rather than amplifying threats [87].

Different user groups face different risks [70, 98], and re-
quire different skills based on their experiences. To address
the digital skills gap [22, 48, 92, 93], more efforts should be
directed at increasing a society’s digital competencies and
capabilities, enabling individual users to acquire the S&P ad-
vice and skill they need in their individual circumstances and
contexts, facilitating the life-long learning that is required by
rapid technological developments (4.2, 4.5, 4.6). Our findings
further support the relevance of participatory, human-centered
approaches [17, 34, 78], including users from different back-
grounds [77, 97], to ensure acceptability of S&P measures.

Some wishes from our participants involve making S&P
“common knowledge”, habitual like “traffic rules”, and “as
popular as going hiking” (4.6). Achieving these goals re-
quires a holistic re-conceptualization of security culture [71,
90], i.e., the ways we think about and do security, and the role
of humans as both users of technologies but also citizens in a
society [33]. Researchers have proposed “learning from safety
science” [35] and “cyber resilience” [33] as ways forward,
requiring cooperation among different societal stakeholders
and across different fields of expertise.

Our participants were largely aware of – and concerned
with – this: they perceived S&P as a societal and cultural issue,
embedded in larger structures and processes of regulation and
policy (4.6). We encourage future work to take up on this,
and identify potentials and obstacles of policies to facilitate
usable and accessible S&P, co-develop tailored interventions
for S&P capabilities, and further engage the socio-technical
gap “between what we know we must support socially and
what we can support technically” [2].

6 Conclusion

“[The] dynamics of computational artifacts extend beyond the
interface narrowly defined, to relations of people with each

other and to the place of computing in their ongoing activities.
System design, it follows, must include not only the design of

innovative technologies, but their artful integration with the rest
of the social and material world.”

– Lucy Suchman [69]

Our study aimed at addressing the prevailing gap between
expert-recommended S&P advice and user behavior, as well
as the knowledge gap on the interplay of user diversity and
S&P behaviors. We represent results of the first systematic
application of the SPAF to a diverse sample with 47 par-
ticipants from different socio-demographic backgrounds, in-
cluding age, gender, income, education, chronic illness and
disabilities, and different levels of expertise.

Our analysis of the in-depth interviews reveals additional
underlying factors affecting S&P awareness, motivation, and
ability that are so far not included in SPAF: threat experiences
and incidents, organizations and institutions, own research,
and S&P concerns influence awareness, enthusiuasm and
shared responsibility affect motivation, access to resources
is a pre-requisites for ability. We further identify barriers
running along awareness, motivation, and ability, inhibiting
access to S&P: S&P communication, fear and limited trust,
and lack of digital skills as well as social support.

Analyzing the intersections of socio-demographic factors,
such as gender, age, income, education, chronic disease and
disability, as well as technical expertise, we contribute the
notion of differential access to S&P, requiring differential
interventions such as tailored S&P communication and skill-
building, and addressing universal barriers in design. The
notion of differential access can support future work in
explaining contradictory results on the interplay of socio-
demographics and S&P behavior.

Based on our results, we contribute a refined version of
SPAF to further inform research and interventions.

We conclude that usability is not enough: participants saw
S&P embedded in larger social and cultural processes of pol-
icy and regulation. In face of rapid technological advance-
ments, digital S&P requires lifelong learning, social support,
and attention to different circumstances and contexts users
find themselves during the course of their lives.

We encourage researchers and practitioners to tailor their
engagements and interventions, co-develop accessible and in-
clusive measures that are adaptable to different and changing
contexts, support social S&P multipliers and champions, and
to foster cooperation between different societal stakeholders
and disciplines to cultivate holistic security cultures.
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A Participants

Table 3 shows the participants’ detailed demographics.

Table 3: Participant sample (n=47).
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P01 older w × ✓ lower ed. low medium ×
P02 older w × ✓ lower ed. middle (major) city ×
P03 older w ✓ × higher ed. low (major) city ×
P04 older w × ✓ higher ed. upper medium ×
P05 adult m × × university upper (major) city ✓
P06 young w × ✓ higher ed. middle medium ×
P07 adult m × × university middle rural & small ✓
P08 adult m × × university middle medium ×
P09 adult w × ✓ university upper (major) city ✓
P10 young m × × lower ed. middle rural & small ✓
P11 adult n.b. × × higher ed. low (major) city ×
P12 adult m × × university upper medium ✓
P13 young w × × higher ed. middle medium ×
P14 young m × × university low (major) city ×
P15 older w ✓ ✓ university low (major) city ×
P16 adult m ✓ × university upper (major) city ×
P17 adult m × × lower ed. low (major) city ×
P18 older m × – higher ed. low (major) city ×
P19 adult m × ✓ lower ed. low rural & small ×
P20 young m × × higher ed. low (major) city ✓
P21 adult m ✓ ✓ university upper medium ✓
P22 adult w × ✓ lower ed. low medium ×
P23 older w × × university low (major) city ×
P24 adult w × × higher ed. low (major) city ×
P25 adult w ✓ × university low (major) city ×
P26 adult m × × lower ed. upper (major) city ×
P27 adult w × ✓ university middle (major) city ×
P28 adult m ✓ × higher ed. low rural & small ✓
P29 young m × × lower ed. low medium ×
P30 older w × ✓ lower ed. low (major) city ×
P31 adult m × × higher ed. middle medium ×
P32 older w × ✓ lower ed. middle medium ×
P33 young w × × university low medium ×
P34 adult w × ✓ university low (major) city ×
P35 adult m × ✓ university upper (major) city ✓
P36 older w × ✓ university low (major) city ×
P37 older w × × lower ed. middle medium ×
P38 older w × ✓ university low (major) city ×
P39 young w × × higher ed. low (major) city ×
P40 adult m × × higher ed. low medium ×
P41 adult m ✓ ✓ university upper (major) city ✓
P42 young m ✓ × lower ed. low rural & small ×
P43 older w × ✓ lower ed. middle (major) city ×
P44 older m × × higher ed. upper (major) city ×
P45 older w × ✓ university upper (major) city ×
P46 adult m × × university upper rural & small ✓
P47 older m × ✓ university upper rural & small ✓

B Codebook

Table 4 shows our high-level codes.



Table 4: Code table with high-level codes.
Code Explanation

Security
perception

Understanding of, attitudes towards, and meaning
of security

Security
practices

Practices to ensure security

Security
experiences

Experienced threats to security

Privacy
perception

Understanding of, attitudes towards, and meaning
of privacy

Privacy
practices

Practices to protect privacy

Privacy
experiences

Experienced threats to privacy

Threat actors Actors who could pose a threat or carry out an
attack

Threat Models Known threats and attacks

Concerns Concerns and worries regarding security and
privacy and the Internet

Non-Use Non-Use due to S&P concerns

S&P Learning Where participants learned about S&P

S&P support
and advice
seeking

Where and how participants seek support and
advice regarding S&P

S&P support
and advice
giving

How and to whom participants give support and
advice regarding S&P

Friction and
Challenges

Experienced friction, barriers, and obstacles when
engaging S&P

S&P needs,
wishes,
requirements

Participants’ S&P needs, requirements, and wishes
for improvement

Responsibility Assigned responsibility for S&P

Role of social
position

Influence of social position on S&P

Role of
knowledge

Influence of knowledge on S&P

C Interview Guide

Our interview guide translated from German to English. All
interviews were conducted in German.

Introductory block

• What role does the internet play in your live?

• What devices and services do you use regularly?

• Which data, devices, or services do you consider very
important or very private?

• What about your workplace, or expierences with author-
ities?

Deeper into Assets and Priorities

• What does “[internet] security” mean to you?

• what do you want to protect?

• (pick up: What data, devices, services are especially im-
portant to you?) What do you need them for?

• Who do you share it with? what should remain private?
Who shouldn’t see it?

• What would happen if you lost it? What would happen
if someone saw [it/them]?

S&P Practices

• How do you deal with them (tools, data)?

• Does it bother you when using?

• How do you know or feel you are safe?

• What are you doing to achieve this?

• You have tried to change something? What was that?
How did it go?

• Has something disturbed or bothered you you?

• Have you had problems during use? what happened and
what did you do?

Advice and Support Seeking

• How come you are doing it like this? Where and how
have you learnt about it?

• How and where do you learn such S&P behavior in
general?

• Is there something you don’t follow? Why not?

• Do you also give advice to others? who and what?

• Who helps you? Do you help someone?

Concerns and Threats

• How safe/competent/though you feel when using this
services?

• Have you ever felt insecure, uneasy, or concerned in the
digital world / when using the internet? What happened?

• Are there services you also know analogue, and do you
feel different online?

• Are you worried about losing data? or someone access-
ing it?

• Is there anything else bothering you regarding digital
services and data?



• Have you ever had to use the internet, although you felt
uncomfortable? Why did you feel uncomfortable? What
did you do?

• What could happen if...? (pick up attack)

• who could have an interest? Who carries out (attacks)?
Why? what could they do? what would happen? what
would you do?

• What else are you concerned with?

Responsibility for S&P

• who is responsible for keeping your data secure / private?

• Someone else? Who should be responsible?

Improvements

• How satisfied are you regarding S&P?

• What bothers you?

• How to support you? What would make it easier for you?

• If you had a wish for improvement, what would that be?
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